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Updating the observation error covariance matrix for IASI SECMWF

Abstract

The present memorandum investigates the use of an updateds/abion error covariance matrix for
IASI in the ECMWEF system. The new observation error covargamatrix is based on observation-
space diagnostics and includes inter-channel error @tioak, but also assigns significantly altered
error standard deviations. The use of the new observationisiinvestigated in detail in assimilation
experiments, including an assessment of the role of erfation and taking inter-channel error
correlations into account. The influence of the observagioor update on the Ensemble of Data
Assimilations (EDA) used for background error specificaimalso examined.

The updated observation error covariance leads to a signifimprovement in the use of IASI data,

especially in the tropics, the stratosphere, and for hugidThe benefits are particularly strong

for the short-range forecasts, whereas the impact in thdumecange is less pronounced. The
update also has a particularly large positive impact on #ume analysis, related to especially large
modifications in the observation error for ozone-sensitivannels. The observation error update
leads to a modified spread in the EDA, with some reductiongirad in areas where improved

short-range forecast impact is diagnosed.

The study highlights the benefits of taking inter-channedmezorrelations into account, which allows
the use of an observation error covariance for IASI that israll more consistent with departure
statistics. At the same time, the study also demonstraté®thor inflation can be used to partially,
though not fully, compensate for neglected error correfeti Adjustments such as scaling of the
originally diagnosed observation error estimates are ddagneficial also when inter-channel error
correlations are taken into account.

1 Introduction

This Technical Memorandum reports on experimentation itlew observation error covariance matrix
for the hyperspectral Infrared Atmospheric Sounding fetemeter (IASI) in the ECMWF system. The
aim is to make the assumed observation errors more cortsigithndeparture statistics. A new feature
is that estimates for inter-channel error correlations e@icitly taken into account, but substantial
changes are also made to the diagonals of the matrix. Théogevents are a contribution to the more
effective use of observations from hyperspectral infranstruments, and also add to a refined treatment
of observational uncertainties in data assimilation inegah

The IASI instrument has been successfully assimilatedatipeially in the ECMWF system for many
years, with a positive influence on the assimilation system.( Collard and McNally 2009). Observa-
tions from up to 191 channels are assimilated, making IASbibserving system with the largest number
of assimilated observations. The majority of assimilateahmels are temperature-sounding and window
channels in the long-wave G®and, but some humidity and ozone channels have also beed é&zid.,
Han and McNally 2010, Dragani and McNally 2013).

The ECMWEF system currently uses a relatively simple spetitia of observation errors for IASI, in line
with the initial use of IASI data at other Numerical WeatheedRction centres (e.g., Hilton et al. 2009,
Guidard et al. 2011): the error is assumed to be diagonalthenassigned observation error is a constant
over three wavenumber bands (e.g., Collard and McNally R0DiSe setting of this observation error is
loosely based on standard deviations of background departiut with ad-hoc, and in parts substantial
inflation over certain spectral regions, as consideredssecg.

The specification of observation errors is an essential fetethe successful assimilation of any ob-
servation. The assigned observation errors together hétlspecified background errors determine the
weighting of the observation in the assimilation systemarfrom measurement errors such as instru-
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ment noise, the observation error should also include atberces of random error, such as forward

model error, representativeness error, quality contnareetc (e.g., Daley 1993). These latter errors
will, most likely, exhibit more complex structures, wittistion-dependence and error correlations be-
tween different observations. While the refinement of bawlkigd errors has received steady attention
since the inception of data assimilation and has reachesidenable sophistication (e.g., Bonavita et

al. 2012), a more advanced treatment of observation erem®hly recently been emerging. Account-

ing for situation-dependence or error correlations areaws that are being pursued with considerable
success (e.g., Forsythe and Saunders 2008, Geer and BddeiSzdonen and Bormann 2012, Weston
et al. 2014).

Assumed observation error characteristics should, assfaractical, reflect the statistical properties of
the true total observation error, requiring a reliablenaate of this total observation error. One way to
obtain this is through an error inventory, that is, by estintathe uncertainties in all contributions to
the total error. This is not always straightforward, but somork in this direction has been reported by
Ventress and Dudhia (2014) in the context of IASI, and eff@a$ also commenced at ECMWF (Chun
2015, pers. communication).

Alternatively, an estimate of the total observation eriam be obtained based on departure statistics from
assimilation systems, using methods such as those deddbypedollingsworth and Lonnberg (1986) or
Desroziers et al. (2005). These methods make use of thehftdbdickground departures reflect the com-
bination of true observation and background errors. Théatt then aim to separate the contributions
from background and observation error by making assumgtionthe structure of the background er-
rors or the weights given to observations in an assimilasigstem. Such methods have been applied to
hyperspectral infrared data in a range of assimilationesgstby numerous authors in recent years (e.qg.,
Garand et al. 2007, Bormann et al. 2010, Stewart et al. 20@B)similar results: all authors find that the
estimates for the error standard deviations are significémwer than the values typically assigned to
IASI observations, but many channels exhibit also signifiéater-channel or spatial error correlations,
especially in the water vapour band. These error correlatase commonly neglected when specifying
observation errors in assimilation systems, and as a pitago@inter-measure, observation errors are
instead inflated.

The assimilation diagnostics have the advantage that tteyate the total observation error, consistent
with departure statistics. However, the diagnostics apeddent on the assumptions made to derive
them, such as assuming no spatial error correlations froserghtions in the case of Hollingsworth
and Lonnberg (1986), or assuming weights in the assimilaslystem consistent with true weights in
the case of Desroziers et al. (2005). Both methods also &sthamh there are no correlations between
background and observation errors. As these assumptiopsodde strictly valid, the error estimates
will have some uncertainty. Nevertheless, the consistaridpe results from different centres with
different methods by different authors adds credibilitgttthese diagnostics yield meaningful estimates
of the true observation error. As a result, the natural guestrises: to what extent can the diagnostics
be used to improve our specification of the observation eweariance for IASI, and in particular, what
role do error correlations play for the assimilation of IAfiservations?

In the following report, we will investigate these two quess, that is we investigate the use of an
observation error covariance matrix for IASI that is basaddeparture diagnostics and includes inter-
channel error correlations. The work is similar to that ofstda et al. (2014), who used diagnosed
matrices to update the observation error covariance mfdrixASI in the Met Office system. They
found considerable benefits over an earlier ad-hoc spegificaf the observation error, albeit needed
to make substantial modifications to the diagnosed matriddsese modifications were attributed to
conditioning problems that otherwise led to poor convecgen
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The structure of this memorandum is as follows. We first te\an overview of the IASI instrument and
its use in the ECMWF system. We then introduce the observatioor covariance matrix investigated
in the present memorandum. This matrix will first be used tmstthe role of error inflation versus
taking inter-channel error correlations into account. Wentdiscuss the impact of the observation error
covariance upgrade in assimilation trials. Initially tiésstudied using experiments with a lower spatial
resolution without taking into account feedback on the dation of the background errors. This is
followed by a discussion of results with higher resolutioperiments that also investigate the effect of
the observation error upgrade on background error estim&i@ally, overall conclusions are provided
in the last section.

2 |ASI instrument

IASI is an infrared interferometer with 8,461 channels floomthe METOP series of polar orbiters. It
covers the spectral interval from 645 - 2,760 cnwith a spectral sampling of 0.25 crh (Chalon et
al. 2001). Currently, two such instruments are operationgapace, on Metop-A and Metop-B.

In the present study, up to 191 IASI channels are assimijlatad these are summarised in Talle
and Fig.1. They include temperature-sounding, window, ozone, amdidlity channels. The initial
assimilation choices for IASI are outlined in Collard andMédly (2009). The bulk of the assimilated
data are observations unaffected by clouds, identifiedguia scheme of McNally and Watts (2003)
which looks for cloud-contamination based on evaluatingdeéparture signatures. The scheme has
been subsequently refined, for instance, by taking intowatdaformation on clouds from a collocated
imager (Eresmaa 2014). The cloud detection scheme is dgpltemperature-sounding channels; for the
water-vapour and ozone band, the cloud-screening is litdkédte results from the temperature-sounding
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Figure 1: Wave lengthsym] (left) and pressures of the Jacobian peaks [hPa] (right)aafunction of channel
number for the 191 IASI channels used in this study. The uppeis also gives wavenumbers [chh Note that
the x-axis is linear in the channel index and not the chanoetlper, as is done throughout this report.
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Table 1: Groups of IASI channels.

Group Number of channel$ Channel numbers Wave-numbers cm
Upper temperature sounding80 16 - 241 648.75 - 705.00
Mid temperature sounding | 28 246 - 306 706.25 - 721.25
Lower temperature sounding33 308 - 386 721.75-741.25
Window 24 389 - 921 742.00 - 875.00
Ozone 16 1479 - 1671 1014.50 - 1062.50
Humidity sounding 10 2889 - 5480 1367.00 - 2014.75

channels. Cloud-affected data originating from compjetekrcast scenes are assimilated as well, using
the methods described in McNally (2009). No IASI radianaescairrently used over land.

Systematic errors between observed and modelled IASI wdis@ns are removed through variational
bias correction (e.g., Dee 2014). The bias correction nsoale similar to those used for other sounder
radiances at ECMWF. They consist of a linear model for theags bias, with a constant component
and four layer thicknesses calculated from the FG as padi¢L000-300 hPa, 200-50 hPa, 50-5 hPa,
10-1 hPa). Scan biases are modelled through a 3rd-ordenguuigl in the scan-angle. No air-mass bias
correction is used for some window and lower sounding char(880 - 1180 and 1820 - 2200), to avoid
unwanted interaction between the cloud detection and thatianal bias correction (e.g., Auligné and
McNally 2007).

Further details on the assimilation of IASI data can be fauar@ollard and McNally (2009), with updates
in McNally (2009), Han and McNally (2010), Dragani and McN&R013), and Eresmaa (2014).

3 New observation error covariance matrix

3.1 Errors and correlations

The observation error covariance matrix used in this stsidhown in Figure® and3in terms of the error
standard deviationdgp) and a correlation matrix. This matrix has been derivedgiie departure-based
diagnostic methods applied in Bormann et al. (2010), withedurther adjustments. The derivation and
the adjustments are described in more detail in Appendixhe Unscaled diagnosed matrix shows the
features common to similar departure-based estimates (®agand et al. 2007, Bormann et al. 2010,
Stewart et al. 2013), that is: 1) error standard deviatidosecto an average instrument noise estimate for
upper tropospheric and stratospheric temperature sogictimnnels, with little error correlations; 2) er-
ror standard deviations much larger than the instrumersenfoir water vapour channels, combined with
significant inter-channel error correlations; 3) errongiad deviations larger than the instrument noise
for lower temperature sounding, window, and ozone chartoglsther with weaker, but still significant
inter-channel error correlations. Error correlationsddticed through apodisation are also apparent for
neighbouring channels or near-neighbours, albeit somerldaced compared to theoretical values as
a result of the adjustments described in Appendix A. It stidag noted here that the instrument noise
estimate shown in Fi@ has been converted from radiance to brightness tempeigiace using bright-
ness temperatures for a standard atmospheric profile. &sdhiversion is non-linear and the instrument
noise is only constant in radiance space, the actual instmtimoise in brightness temperature space is
instead dependent on the scene temperature. This effemtt ¢g®nsidered throughout this memorandum,
neither for the diagnostics nor the instrument noise estéinand instead only globally averaged statistics
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Figure 2: Diagnosed and adjusted observation errop) for assimilated IASI channels (red), together with an
estimate for the instrument noise (black) and the obsewmagiror currently assumed in the operational ECMWF
system (grey). Also shown is the diagnosed observation &mes an inflation factor of 1.75 (blue). The instru-
ment noise has been converted from radiances to brighte@sgdratures using a mean scene temperature per
channel. See the main text and Appendix A for further desditsit the derivation of the diagnosed observation

errors, and the adjustments applied to them.

are shown. Figur@ also includes the currently assumed observation erroAfSt, which is significantly
larger than that suggested by these diagnostics, albestrimidake into account any error correlations.

As evident from Fig2, the diagnostics suggest a rather large contribution froservation errors other
than instrument noise for many channels. It is beyond thpesobthis paper to investigate the origin of
these errors, even though such an investigation would abequrovide further insights that may well be
useful to optimise the assimilation of IASI data in variousys. Depending on the spectral region, lead-
ing contributors are expected to be representativeness eloud screening error and radiative transfer
error. Based on diagnostics from assimilation systems ruliffarent resolutions, Weston et al. (2014)
argue that the error correlations for the water vapour chisrand some window/lower sounding channels
are largely due to representativeness error, primarilysamatch between the spatial scales represented
in the forecast model and the observations. In additiongrdiatics from the ECMWF system show
reduced error correlations when the cloud detection ingm@nts described in Eresmaa (2014) were
implemented, giving some indication that residual cloudtamination is another significant source.

It should be noted that the observation error covarianceixrgtiown here has undergone an adjustment
to improve its use in the data assimilation system. The &dgist modifies the smallest eigen-values
of the diagnosed matrix, and the motivation for the adjustnagd its impact are described in detail in

Appendix A.

Technical Memorandum No. 756 5



S ECMWF Updating the observation error covariance matrix for IASI

Wavenumber [cm™]

Lo n n n Lo n Ln Ln n m
N NN w1 NN W NN A o ~ <
[e0] [9V] o N~ < [} < o [{e] — [{e) — N~ o N [e)] n o™ [{e] —
< (e} N~ N~ [ee] [0e] [} o o — — N N ™ < Lo ~ O ™ o
[{e] [{e] [{e] [{e] [{e) [{e] [{e] N~ M~ M~ N~ M~ M~ M~ M~ N~ 0 — N
5480 | | | | | | | | | | | | | | | | | I. | 1
2889 - 0.95
1579 - 0.9
921 0.85
= 0.8
457 —— 0.75
389 | — 07
- 0.65
362 —
- 0.6
331 — - 0.55
3 308 05
£ - 0.45
2 286 -
e - 0.4
S 267 - 0.35
e
O 246 - 0.3
222 - — 025
0.2
199 — 0
- 0.15
179 — | oos
157 | - 0.05
131 | Lo
- —0.05
104 |
- 0.1
70 7 L 0.5
16 T T T T T T T T T 1 T T T T T T 1 —Y
[{e] o < — N~ ()] [e)] N [{e] N~ O [e0] — [9V] [e)] N~ — O (o)) o
— ~ o (42} n M~ (o)} N < [{e} [e6] o (32} [{e} [ee] Ln N N~ e} 6]

Channel number

Figure 3: Observation error correlations used in this stuidy assimilated IASI channels. See main text and
Appendix A for further details.

3.2 Properties

It is worthwhile to explore what the use of the inter-chanesbr correlation matrix implies for the
assumed errors in IASI| observations. To do that, let us denthe observation cost function, and re-
write the observation error covariance matn terms of a diagonal matriXo with the error standard
deviations on the diagonal and a correlation matix

Jbo = d'R'd
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= dT(ZoCZo)_ld
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Here,d is the vector of background departurdsis the diagonal matrix of the eigen-values of the error
correlation matrix, andk is the orthogonal matrix whose columns are the eigen-vediC.

It can be seen that a non-diagofials equivalent to an adjustment of the observation errordepends

on the spectral structures of the departures: the departueefirst normalised by the error standard
deviations as usual (ter@1d), but this is followed by a projection onto the eigen-vestof C, and

a normalisation by the square root of the associated eigkrey (see the tert 2 ET). For a given
eigen-vector, this additional normalisation is equivalenan inflation or deflation of the observation
errors compared to the case of using a diagéhalepending on whether the associated eigen-value is
larger or smaller than 1. The square root of the associatgheaialues ofC are therefore providing
inflation/deflation factors for the observation errors. Ha issimilation system, these act in a situation-
dependent way according to the spectral signatures of theredition departures.

The first and last few eigen-vectors and the square rooteoféigen-values are shown in Fig.As can
be seen, the leading eigen-vector represents structutlebread spectral features, similar to features ex-
pected from residual cloud contamination. Errors for sualctures will be increased most heavily, with
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Figure 4: The first three (top) and last three (bottom) eigemtors of the error correlation matrix shown in Figy.
Also given are the square root of the eigen-values in eaclelpan

Technical Memorandum No. 756 7



S ECMWF Updating the observation error covariance matrix for IASI

an inflation factor of 3.39 for the first eigen-vector. Thattise error for such structures is much larger
than would otherwise be assigned if the error correlatioagevmeglected (and the sarog was used).

In contrast, the highest-order eigen-vectors represdfereinces between groups of humidity channels,
and these are assigned a much smaller error compared to Wwheanrbr correlations are ignored, by

less than a third. Eigen-values less than one are also fauratter eigen-vectors that represent differ-
ences between groups of temperature-sounding channeisstance neighbouring channels affected by
apodisation (not shown in Fid).

The analysis of the eigen-vectors and eigen-values of tioe eprrelation matrix has two main implica-
tions: Firstly, introducing error correlations will moglithe weighting of the observations in a situation-
dependent way, dependent on the structure of the departeoesliepartures that project primarily onto
the leading eigen-vectors of the correlation matrix, tgkémror correlations into account will lead to a
down-weighting of the data. In contrast, when departuregept primarily onto the higher-order eigen-
vectors, taking the error correlations into account widdeto an increase in the weight assigned to
these spectra. This effect has been demonstrated alreaéhgie-spectra or 1DVAR experiments (e.g.,
Bormann and Collard 2012, Weston et al. 2014). Secondlyh@snformation on vertical resolution
contained in IASI data originates from the differences eetwchannels peaking at different altitudes,
the structure-dependent representation of the errorsighrthe error correlations will affect the ability
to retrieve vertical resolution from IASI data. We will geddk to both of these aspects later in the report.

4 Inflation vs accounting for error correlations

We will now investigate the role of error inflation and acctog for inter-channel error correlations
for the assimilation of IASI data. We use the term “error itifla” to describe the method of assuming
observation errors that are significantly larger than the tibservation errors. Error inflation is a method
commonly applied to counter-act some effects of neglecteat eorrelations. Inflation factors of 2-
3 are not uncommon, and Fig.suggest, for instance, inflation factors of around 1.5-8l@tive to
the diagnosed observation error for the operationally wdesrvation error for IASI at ECMWEF. The
approach taken is the same as in Bormann and Collard (20a2hé results are obtained with a more
recent configuration of the ECMWF assimilation system.

4.1 Experiments

To investigate the role of error inflation and inter-chaneebr correlations, we perform two series of
assimilation experiments with different assumed obsematdrrors for IASI. In the first series (“NoCor”),
the assumed observation error is equal to the diagnasedut multiplied with a scaling factor ranging
from 1.0 - 4.0. In this series, the diagnosed error cori@tatiare ignored, and a diagonal matrix is
assumed. In the second series (“Cor”), we also assigto be scaled versions of the diagnosed values,
but in this case we also take the diagnosed inter-chanral @rrelations into account. This is achieved
in the assimilation system without the explicit inversidrie observation error covariance matrix, using
a Cholesky decomposition. The added computational costi®fs negligible in the context of 4DVAR
assimilation experiments. To put our results into contesd,also perform a “Denial” experiment, in
which no IASI data is assimilated at all, and a “Control” esipent, in which the current operational
observation error is used.

All these experiments have been run for 3 months for the gesi&ebruary 2014 - 4 May 2014, with
a model resolution of 1511 (40 km), a final incremental analysis resolution gf255 80 km),
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and 137 levels in the vertical. We use ECMWF's hybrid 4DVARtsyn in which a flow-dependent

background error covariance is provided through an EnsewmibbData Assimilations (EDA, Isaksen et
al. 2010). The effect of altering the observation errors emyihg IASI data has not been taken into
account in the background modelling and instead the sant@tmmd error specification is used for all
experiments. All experiments use a 12-hour assimilatiomdaiv, and assimilate all other operationally
used observations. The experiments that include IASI daterase of IASI from Metop-A and Metop-

B, and the same observation error covariance is used forifisittuments.

4.2 Results

The performance of the two series of assimilation expertsenprimarily assessed through the influ-
ence on departure statistics for other assimilated obsenga in particular the standard deviations of
background departures. These give an impression of therpaafhce of the short-range forecast, with-
out the problems typically encountered when using analyased verification of short-range forecasts
(e.g., Geer et al. 2010). Past experimentation has showthtise statistics are very robust, and they give
a more reliable initial assessment over a relatively shono8th experimentation period than medium-
range forecast scores.

Figures5 to 7 show the characteristics of background departures as &daraf the scaling factor for
the two series of experiments for a range of selected olgamga The results are rather consistent for
different observations, so only a representative sam@kas/n here.

The NoCor series shows a consistent behaviour for obsengtiensitive to tropospheric temperature
and humidity (see the red lines in Figusss-c and6): if the un-scaled diagnosed observation errors are
used (scaling factor 1.0) and correlations are neglectedesea degradation of the short-range forecast
compared to not using the data at all. This is evident fromdsied deviations of background departures
that are larger than those for the Denial. It is a clear irtthoathat in this case we are under-estimating
the size of the observation error, at least for certain spestructures represented in the assimilated
IASI channels. By scaling the observation errors we cangaiiéi this effect, and with an appropriately
chosen scaling factor we can achieve a positive impact on-strage forecasts. Optimal scaling factors
are mostly in the range of 2.5-3.0 for the NoCor series, ai®ldhtimal scaling factor is somewhat
dependent on the level and geophysical quantity the oltsemia sensitive to. Most likely this reflects
the relevance of the neglected error correlations for tel&S1 channels. For the optimal scaling factor,
the assigned observation error is undoubtedly far fromrilne ¢rror, as can be inferred from standard
deviations of background departures. It is interestingaie that the optimal scaling factor is similar to
the square root of the leading eigen-values of the erroetaifon matrix, which characterise the implicit
error inflation for structures associated with the leadiigge-vectors when error correlation were taken
into account. The optimal error inflation in the NoCor seti@ss assigns an observation error that is
broadly consistent to the error implied by the full matrix fbe structures associated with the leading
eigen-vectors. Inflation beyond a factor 3.0 mostly doesppear beneficial, and the standard deviations
of background departures then start to approach valueg @d¢nmial experiment.

In contrast, the WithCor series shows a very different bighafor observations sensitive to tropospheric
temperature and humidity (see the blue lines in Figli@s and6): even when using the un-scaled

diagnosed observation error covariance, the observagparture statistics for many observations do
not indicate a clear degradation compared to not using ti$ diata at all. Nevertheless, a scaling factor
larger than 1.0 also appears beneficial for this series,amithverall optimal scaling factor of around 1.75.

This again leads to an observation error covariance maittxevror standard deviations that are larger
than the true errors, as these are larger than the standaadiales of background departures. However,
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the optimal scaling factor for the series that takes erroretations into account is considerably lower
than for the NoCor series. Also, the minima around the ogtsnaling factor are rather shallow, and
relatively small changes to the scaling factor (e<gl5 %) have relatively little effect. This provides an
estimate of the sensitivity of our results to the choice aliag factor.

At the optimal scaling factors, the WithCor series showsearty better performance compared to the
NoCor series for humidity in all geographical regions andtfopospheric temperature in the tropics.
It appears that the diagnosed error correlations bettegctetthe error characteristics of the IASI data
and hence lead to a more appropriate weighting of the IAS¢mfasions especially in these areas. For
tropospheric temperature and humidity, the results fraeithCor series at the optimal scaling factors
are overall also better than those from the Control expenirfiedicated in grey in Figurésand6). This
aspect will be discussed in more detail in the next section.

For stratospheric temperature, the results for differéseoving systems are less consistent. AMSU-A
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Figure 5: a) Normalised standard deviations of backgrouegaktures (after bias correction) as a function of the
scaling factor for AMSU-A observations in channel 7 overSoeithern Hemisphere extra-tropics. The results have
been normalised by the values from the Denial. Red and bies Indicate the results for the NoCor and WithCor
series of experiments, respectively, and error bars giavstical significance intervals for differences to the Rxn

at the 95 % level. Also shown is the performance of the Coekpériment in grey, with significance intervals as
shaded region. Results from all used AMSU-A instrumente baen combined here. Channel 7 of AMSU-A is
primarily sensitive to upper tropospheric temperature As)a), but for AMSU-A channel 6 over the tropics. This
channel is primarily sensitive to mid- to upper tropospheéemperature. c) As a), but for radiosonde temperature
observations between 125 and 450 hPa over the tropics. d)Asuafor radio occultation observations with an
impact parameter of 23.5-38.5 km from all used satellitezy tlre Southern Hemisphere extra-tropics. e) As d),
but over the Northern Hemisphere extra-tropics. f) As dj,fouradiosonde temperature observations between 7
and 40 hPa over the Northern Hemisphere extra-tropics.
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Figure 6: a) As Fig.5a, but for the lower mid-tropospheric humidity sounding rchal 1424 from AIRS over
the Tropics. b) As a), but for the mid-tropospheric humidibyinding channel 18 of ATMS. c¢) As a), but for the
upper-tropospheric humidity sounding channel 22 of ATMS.
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Figure 7: a) As Fig.5a, but for a typical AIRS ozone channel (1079) over the SontHemisphere extra-tropics.
b) As a), but for SBUV ozone retrievals in the layer 16-25.4.h&) As a), but for SBUV ozone retrievals in the
layer 25.4-40.5 hPa.

observations show a behaviour mostly similar to that deedrabove for the tropospheric temperature,
that is, a better performance of the WithCor series comptayatie NoCor series and benefits from
inflation for both (e.g., Figsd). In contrast, for radio occultation observations oroadnde temperature
measurements over the Northern Hemisphere and, to a ledset,ever the Southern Hemisphere the
experiments without error correlations perform betteg(be,f). Here, the experiment without inflation
and no error correlations even performs best. At the sanme firis worth pointing out that both series
are nevertheless performing better than the Control exyest, most likely a result of the lower and
more appropriat@g for the stratospheric temperature channels.

Ozone also shows a less consistent behaviour for the twessgfig.7). For ozone channels from
infrared instruments such as AIRS or IASI, standard desistiof background departures are smallest
when the un-scaled diagnosed are used, with the NoCor series of experiments giving diigttter
results (Fig.7a). Both series perform substantially better than the @bmixperiment, probably as a
result of the large reduction iog common to both. In contrast, for SBUV ozone retrievals, etren
largest scaling factor still leads to a degradation conthéoethe Denial experiment for many layers,
especially above the ozone maximum (Fitp), and some improvement can be found only for a few
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Figure 8: Mean number of iterations as a function of the inflafactor for the NoCor (red) and the WithCor (blue)
series of experiments, for the three minimisations peréatfor these experiments, as indicated in the legend. Also
shown is the number of iterations for the Control experinangrey horizontal lines.

layers below around 25 hPa when some inflation is applied {€lg This, to a large extent, reflects the
primary sensitivity for channels in the long-wave infrarezbne band. It is clear that the observation
error changes have a very substantial impact on the ozomgsamand this aspect will be discussed in
more detail in sectiob.6.

The choice of scaling factor, and the choice of error coti@iamatrix, also significantly affects the num-
ber of iterations performed in each experiment (Bjg.The number of iterations is obviously important
for the computational performance, as a larger number odtitsns is more costly. In ECMWF's in-
cremental 4DVAR system, three minimisations are performeéth a re-linearisation of the observation
operators around a full-resolution non-linear trajectoegween each of them. The number of iterations
in the minimisation is determined through reaching certainvergence criteria. As can be seen in Bjg.
the number of iterations mostly decreases with the scaliotpf, but the NoCor series of experiments
requires significantly more iterations, even at relativabge scaling factors. It can also be seen that this
is not directly a property of using a diagonal matrix - the €ohnexperiment needs a similar number
of iterations as the WithCor experiment at the optimal scpfactor of 1.75, despite using a diagonal
observation error covariance matrix for IASI.

4.3 Partial correlations

Following the results of the previous section, it is intéiregsto investigate which block of inter-channel

correlations is most relevant to take into account. To afdtieis, we ran another series of assimilation
experiments parallel to the NoCor and WithCor series in Whie use inter-channel error correlations
only for certain sub-sets of channels. Starting from the @fidity channels with the clearest error

correlations, we gradually introduce error correlatiamthie 6 groups of channels given in TalleThat

is, the first experiment takes into account error correatationly for the humidity channels and neglects
error correlations elsewhere; the second experiment takesaccount error correlations only for the

humidity and ozone channels, and so on. In all these expetingg is set to the diagnosed values,

12 Technical Memorandum No. 756



Updating the observation error covariance matrix for IASI SECMWF

scaled by the optimal scaling factor of 1.75. Again, we pritjiaassess our results by considering
background departure statistics for other observations.

The results suggest that the impact seen from accountinigtirchannel error correlations for all as-
similated channels does not originate primarily from onéaar groups of channels. Instead, the benefit
is achieved from a combination of several groups (see, ftaite, Fig9a, b, d-f). This is most evident
for the improvements in humidity seen in the reduction ofdtamdard deviations of background depar-
tures for humidity channels of infrared or microwave instants (e.g., Figod-f). Here, the introduction

of error correlations for the IASI humidity channels alonakms little difference compared to neglecting
the error correlations altogether. Significant benefit ily achieved when we take inter-channel error
correlations into account also for the IASI window channalgh further benefits when the error cor-
relations are extended to the lower temperature-soundiagrels as well. One interpretation of this
finding is that an over-weighting of IASI observations isyoal/oided when error correlations are taken
into account for most channels. Another related interpicetais that inter-channel error correlations
for several different groups of channels are required totlgetfull benefit of the situation-dependent
weighting of IASI data discussed in secti8r2. Several groups of channels with error correlations taken
into account will allow a better identification of spectrérsatures due to representativeness or cloud
screening error as described by the leading eigen-vectdh®e @rror correlation matrix. There will be
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Figure 9: a) As Fig.5b, but with the blue line indicating the results for the serif experiments with inter-
channel error correlations introduced for different graipf channels as described in the main text. b) As a),
but for AMSU-A channel 11 over the Southern Hemisphere.€eTbleservations are sensitive to mid-stratospheric
temperature. c) As a), but for radio occultation bending ler@pservations with an impact parameter in the range
23.5-38.5 km over the Southern Hemisphere. d) As a), buhéolotver mid-tropospheric humidity channel 1424
of AIRS over the tropics. €) As a), but for the mid-troposjghteumidity channel 18 of ATMS. f) As a), but for the
upper-tropospheric humidity channel 22 of ATMS.
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more ambiguity if this information about the statisticabperties of the error is restricted to a sub-set of
channels only. In any case, the finding suggests that thditseseen for humidity are the result of an
interaction between different types of channels, rathen flast a better treatment of observation errors
for the humidity-sounding channels.

For temperature in the stratosphere the results of the iexpets with partial error correlations are again
less conclusive (cf, Fig9b, c). This is where we previously noted a less consistenaietr when
comparing the effects of taking error correlations intocactt and error inflation. Interestingly, for radio
occultation observations in the stratosphere, the beattseare achieved when error correlations are
taken into account only for the IASI humidity channels (Fg), and a similar result can also be found
for radiosonde temperature observations (not shown). elisea clear reduction of the benefit in the
stratosphere when the error correlations are extendedetbAtBl window channels, even though this
appears to be a key factor for achieving better impact fotrtygospheric humidity. The mechanisms
behind this interaction are not fully understood and coddnvestigated further.

4.4 Discussion

In summary, we are finding that accounting for inter-charamedr correlations for IASI allows the use
of observation errors that are more consistent with depawtatistics, whereas relatively large error
inflation has to be used if these are ignored. Inflating diagdovalues nevertheless appears beneficial
even if inter-channel error correlations are taken intmaat, with an overall optimal scaling factor of
1.75. The results presented here confirm earlier work by Bamand Collard (2012) who found similar
optimal scaling factors in experiments run at slightly lowpatial resolution with a configuration that
did not include IASI ozone channels. The best results foritlitynare achieved when error correlations
are taken into account for all assimilated channels.

It is important to stress that the optimal inflation factoais empirical, ad-hoc adjustment to the diag-
nosed matrices to improve their use in the assimilatioresysbut it is not considered an adjustment that
leads to a better estimate of the true observation erroacteristics. Statistics of background departures
suggest that the resulting assumed observation erroriafit@tion is in fact considerably larger than the
true error.

The question arises, why inflating the diagnosed valuesngfimal in assimilation trials even when
inter-channel error correlations are taken into accouot.sbme spectral structres, it is possible that this
counteracts deficiencies of the diagnosed matrices, iggditom only partially valid assumptions made
during their derivation. However, it is likely that the irtilan also addresses remaining sub-optimalities
in our assimilation of IASI data, and most likely this is thentinant factor. For instance, there are ob-
servation error characteristics that are not accountethfough the globally-constant observation error
covariance matrix with inter-channel error correlatiobst no spatial error correlations assumed here.
For instance, Bormann et al. (2010) found some indicatidrspatial error correlations, and such error
correlations are still neglected. Also, the charactesgsdf the true observation error are scene-dependent,
and again this aspect is neglected in our experimentatiorange of aspects contribute to this scene-
dependence: for instance, the size of the contribution fr@minstrument noise is scene-dependent when
assimilating brightness temperatures, as the instrunmgé ris constant only in radiance space; in ad-
dition, cloud screening errors will have scene-dependeatacteristics, both geographically and when
only a sub-set of channels is diagnosed as cloud-free. #rislikely that the inflation counter-acts these
neglected effects, not unlike using inflation when a conghyetiagonal matrix is assumed. In this con-
text, it is also worth pointing out that a range of error diegfics clearly suggest that the true observation
error for most channels is significantly larger than the tvaekground error. In such cases, assimilating
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the observation while assuming a too low observation e@arlead to a degradation of the background,
whereas a too large observation error will, in the worst casy result in no improvement. Using an
inflated observation error covariance is thus the safercehthiat reduces the risk of a degradation of
the background. Nevertheless, further work that detersnmay inflation is beneficial is likely to give
further insights in the use of the observation error diagoesnd the assimilation of IASI data.

Itis also important to note that the above experiments oxpjoze the introduction of one inflation factor,
applied to all assimilated channels. It is clear from thegeements that a single scaling factor applied
to all channels cannot achieve the same effect as accouiatireyror correlations. This was already
apparent given the situation-dependent changes to théntirjchighlighted in sectio.2, which shows
that the adjustment factor introduced through the erroretations depends on the spectral structures
of the eigen-vectors. However, it is quite possible thafedint scaling factors are better for different
spectral regions, as the relevance of the uncharactersgets mentioned above or the implicit inflation
through the error correlations is likely to be different flifferent spectral regions. This aspect could
be explored further, but is not pursued in this report, mgittor the NoCor nor the WithCor series.
However, the Control experiment can be viewed as an expatioféhe NoCor series, but with different
scaling factors selected for each channel. The performsimaen for the Control experiment in Figures
5 and 6 suggests that there is clearly scope for finding scalingpofadhat optimise certain aspects of
the assimilation of IASI data, while avoiding detrimentapacts such as the increase in the number of
iterations observed with the single scaling factor. In tlostext, adjoint methods that investigate the
sensitivity of the forecast error to the specificationogf could be beneficial (e.g., Daescu and Todling
2010, Lupu et al. 2015). However, such channel-specifictiofiauning is likely to be at the expense of
making the assumed observation errors physically lessibleuand less consistent with the statistical
properties of the true observation errors.

5 Impact in extended assimilation experiments

5.1 Experiments

We will now discuss in more detail extended experiments waithupdated observation error covariance
matrix for IASI. As in the previous section, we consider a Rémxperiment with no IASI data as-
similated, and a Control experiment that is equivalent &odperational configuration with a diagonal
observation error covariance matrix for IASI, witly as shown by the grey line in Fig@. In the NewR
experiment we use an updated observation error covariantirthat takes inter-channel error correla-
tions into account. The observation error correlation imdras in the previous section, and we chose
1.75 as the optimal inflation factor farg, resulting in the blue line in FigR2. For the new observation
error covariancegy is significantly smaller than the one currently assumedatjmsrally for the strato-
spheric temperature channels, the window, ozone and hiynaidiinnels. For the window channeds

is now only around a quarter of the old value, a very substhatiange. For most tropospheric temper-
ature sounding channets is instead larger by around 20-40% compared to what is cllyrassumed
operationally.

In addition to the observation error covariance update e ehange the ozone channel used to anchor
the variational bias correction in the NewR experiment.hie operational configuration, channel 1585
is assimilated without a bias correction, a pragmatic fixvoic spurious drifts in the variational bias
correction (Han and McNally 2010). In additional experiraion we found it beneficial to change this
channel to 1574 to avoid a degradation of the bias of the oaomadysis, a result of the significantly
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altered weighting of the ozone channels in the NewR experimé&his modification will be further
discussed in sectiob.6.

The three experiments discussed here cover the 7 monttdgefebruary 2014 to 4 September 2014,
and they otherwise use the same configuration as the expesimescribed in the previous section, with
a spatial model resolution of 511 (= 40 km), and an incremental analysis resolution o235 (=

80 km).

5.2 Weighting of IASI data

The new R leads to a very different weighting of IASI in theiasktion system. This will be discussed
in the following on the basis of departure statistics for 1A8d some direct responses of the assimilation
system resulting from the observation error upgrade.

5.2.1 Departure statistics for IASI

The new observation error covariance means that IASI obens are fitted very differently in the
analysis, as can be seen in statistics of analysis depsueig 10). For many of the mid-tropospheric
temperature sounding channels (channel numbers 246#823nalysis departures for the NewR exper-
iment are much larger, whereas for the window (434-921) aathe channels (1479-1671) the analysis
departures are much smaller. Several factors contributieigpto a large extent the changesadg, but
also the introduction of error correlations together wittlifferent response of the skin temperature re-
trieval included in 4DVAR, and these will be further discedsbelow. The reduction for the window
and ozone channels primarily reflects tlagf has been drastically reduced for these channels, so the
analysis is forced to draw more closely towards these chianhiote that for the window channel with
the strongest surface sensitivity (channel 921), the stahdeviations of the analysis departures in the
Control are actually larger than the background depart@g®culiar feature that is not present in the
NewR experiment. For the humidity channels, there has bemparatively little change of the overall
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Figure 11: Root mean square (RMS) of the effective backgi¢black) and analysis (red) departure, that is the
departure normalised by the square root of the assumed wagen error covariance matrix. Statistics have been
calculated for the period 1-14 August 2014. a) Statisticgtie Control. b) Statistics for the NewR experiment.

magnitude of the analysis departures, and this is the cadbéffect of loweringog, but introducing
quite significant inter-channel error correlations forslehannels.

On their own, it is impossible to say whether these changésetanalysis departures are a positive or a
negative aspect - they merely reflect the very different hiegiven to IASI in the analysis as a result of

the changes to the observation error covariance matrix.edenythe size of the background departures
gives a first indication of whether the resulting short-marigrecast is closer to observations before
they are assimilated. The changes here are much smallerrediticed background departures for the
ozone and humidity channels, and increased departurebeanid-tropospheric temperature sounding
channels in the channel number range 246-386. Theseistatisince suggest significant improvements
in terms of humidity and ozone, but potential degradatimrsttie mid-tropospheric temperature. We
will investigate these aspects more fully in the contexheféntire observing system.

Itis also illustrative to also examine tkeéfectivedepartures for IASI for the Control and the NewR exper-
iment, that is, the departures normalised by the squareofdbe assumed observation error covariance
matrix. Fig.11 shows the root mean square of the effective departures fhrebgeriments. The square
of this quantity is the contribution by channel to the 4DVA&stfunction. If the assumédd was equal

to the true observation error covariance one would expesttivalues to be above one for background
departures, and around one for analysis departures. F@adhtol experiment, the root mean square
(RMS) of the effective departures reflects the step-funatised for thegg in this experiment (cf Fig2).
Stratospheric channels (hnumbers 16-199) and the windovozmae channels show relatively small ef-
fective departures, far from the expected values. This &salt of the substantially inflatedp values
used here, reflecting a very cautious assimilation of these whifficult channels that are not expected to
be the leading contributors to forecast skill. In contréss, size of the effective departures is much more
even among all channels with the new observation error @oveg matrix (Figllb), and closer to the
ideal values for the stratospheric, window, ozone, and Hitynchannels. As a result of the inflation dis-
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cussed in the previous section, the root mean square offdatieé departures for the NewR experiment
is, however, still much lower than the ideal values, and fammels 199-362, the values are in fact less
close to the ideal values than the Control.

These two Figured0 and 11 reflect a very different behaviour of the analysis systenamdigg the
assimilation of the mid-tropospheric temperature soumdtmannels of IASI. Two key effects are at play
here: 1) the structure-selective weighting introducedeation 3.2, and 2) a very different response
of the skin-temperature retrieval performed inside 4DVARLth effects affect the size of the analysis
departures particularly for many tropospheric tempeeasgunding channels. The former effect does
this through the situation-dependent weighting highkghin the eigen-vector analysis in secti®r2:
many of the departures for the lower tropospheric temperaounding channels project onto the leading
eigen-vectors and are hence down-weighted. This congstiatrelatively small differences between the
RMSs of the effective background and analysis departures seFig.11b for these channels. If the
RMSs of effective departures are re-calculated withouintpkthe error correlations into account the
differences between the background and analysis depsrémeeconsiderably larger (not shown). This
effect is hence primarily the result of introducing the eworrelations. The second effect, ie the impact
on the skin-temperature retrieval, is the result of thieas well as the error correlation changes and
deserves a little further analysis.

5.2.2 Effect on skin-temperature retrieval

In the assimilation of IASI data in the ECMWF system, an irelegent skin temperature value is re-
trieved for each IASI field of view during 4DVAR. This so-cadl “sink-variable” is fitted during the
minimisation, but subsequently discarded and does nokinéle the model forecast of skin temperature.

With the operational observation error for IASI, this skémiperature retrieval is strongly influenced by
the sounding channels, as the window channels are dowrteeighrough a large observation error,
such that the reduction in the observation cost functioroisas large if the analysis attempts to fit these
window channels. This can even lead to a situation as seeig.il® where the most surface-sensitive
window channel shows a poorer fit to the analysis than thedvaokd. The danger in this case is that
signal in the sounding channels is aliased erroneouslyaiston temperature signal, instead of correcting
errors in the atmospheric background.

In contrast, in the NewR experiment, the window channelsidata the retrieval of the skin temperature,
and the analysis is less allowed to use the skin temperatuiable to fit the sounding channels. This
effect contributes to the much reduced analysis deparfaragbe window channels, and the increased
departures for the lower and mid-tropospheric temperatouading channels seen in Fid.

Reflecting the different constraint on the skin-tempegtthie adjustments made to the skin temperature
relative to the background value are very different in the experiments (Figl2). They are smaller in
the NewR experiment than in the Control in the extra-tropéasl larger than the Control in the tropics
around the Inter Tropical Convergence Zone (ITCZ). Of celtds not guaranteed that the window
channels will provide a better estimate of the skin tempeeatand to what extent this is successful will
depend, among other things, on the performance of the cletattion and the appropriateness of all the
errors assigned. However, the very different response ismportant modification in the assimilation
of IASI data between the NewR and the Control experimenthdfgskin temperature retrieval with the
window channels is reliable, this should provide an enhdice@ability to retrieve information contained
in surface-sensitive channels, for instance informatiotower tropospheric humidity or ozone.
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5.3 Short-range impact versus other observations

We will now assess the impact of the updated observatiom eawariance matrix on short-range fore-
casts. This will be done by examining more closely backgdodeparture statistics for other observa-
tions, as these provide the most robust means of assessirngage forecast performance.

Background departures for other observations suggesalbaerery significant improvement in the short-
range forecast compared to the Control from using the ugddatbeervation error covariance for IASI.
Most assimilated observations show significantly redu¢addard deviations of background departures
compared to the Control, indicating a more accurate slamge forecast from NewR that agrees better
with the observations (see, for instance, Hig). For many observations, these measures indicate roughly
a doubling of the impact of IASI compared to the Control.

The improvement in the short-range forecast is particplaléar for humidity-sensitive observations
(see, for instance, Figurdsb, d and e for the humidity channels of ATMS, radiosonde sfat, and
the infrared humidity channels from AIRS around thepfroband, respectively), and it is particularly
noticeable in the tropics (see Fity¥). Over the tropics, the impact of IASI is more than doubletheo
pared to the Control in terms of the departure statisticsAldvIS humidity-sounding channels 18-22.
The MHS instruments also show a clear improvements of up&d@4).which is particularly notable as
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Figure 12: Root mean square of the skin temperature incréfioerfa) the Control experiment and (b) the NewR
experiment, for July and August 2014. We consider only |A8ttsa from Metop-A for which channel 921 (ie,
the channel with the largest cloud sensitivity of the adsitedl channels) has been diagnosed as cloud-free and is
assimilated.
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the Control experiment shows no statistically significampact against this observing system. The MHS
instruments are assimilated in the all-sky system in tha&perements (Geer et al. 2014), in contrast to
the ATMS humidity-sounding channels which are used in dlegions only. Further investigations show
that the improvements for MHS in NewR relative to the Contrathe Denial originate from clear-sky as
well as cloudy regions (not shown). In contrast, the Corghaiws a small improvement over the Denial
in clear-sky regions, but the impact in cloudy regions istrauo slightly negative.

Following our earlier findings, the improvements in the hdibyi are most likely a result of the intro-
duction of error correlations for the IASI humidity and lowsounding/window channels, together with
a better constraint on the skin temperature through theased weight on the window channels. The
latter is expected to allow a better analysis particulaffow-level humidity. The improved represen-
tation of clouds in the short-range forecasts is probaldy fhked to an improved representation of the
dynamics, as indicated through closer agreement betwetirsinge forecasts and wind observations
(e.g., Fig.14c).
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Figure 13: Global standard deviations of background depeas for a selection of observing systems for the
NewR (black) and the Control experiment (red). The value® Heeen normalised by the standard deviations of
background departures from the Denial experiment, such vaaies less than 100% indicate an improvement
with respect to the Denial. The statistics have been caledldrom 7 months of experimentation. Horizontal

lines indicate 95% confidence intervals. The observingesystare: a) Radiosonde temperature observations,
b) ATMS brightness temperatures (with temperature sognehannels 6-15, and humidity sounding channels 18-
22), ¢) GPSRO bending angle observations from COSMIC, Matapd B and GRACE-A, d) Radiosonde humidity
observations, e) AIRS brightness temperatures, and f) ggh®yic Motion Vectors from 10 satellites.
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Figure 14: As Fig.13, but for normalised standard deviations of background depaes in the tropics for a) ATMS
observations, b) MHS observations from 4 satellites, anddipsonde wind observations.

While most observation statistics suggest a positive imfpam the observation error change, there are,
however, a few noteworthy exceptions. Observation siegigor several satellite radiances suggest a
small degradation compared to the Control for mid- to uppgwdspheric temperature. AMSU-A chan-
nels 7 and 8 and ATMS channels 8 and 9 show a small increase stahdard deviations of background
departures in the extra-tropics, at the most by 0.2%, whdchevertheless statistically significant. A
more significant increase in the standard deviations of dprackd departures appears for some mid- to
lower tropospheric temperature-sounding channels imtinared from AIRS, or HIRS (see, for instance,
AIRS channels around 14m in Fig. 13e). These increases are consistent with the behaviour seen f
IASI channels in the 706-735cm wavenumber range in Fig0. The increase primarily occurs in the
extra-tropics, where it can be up to 0.7 %. This increase bas mvestigated further, and it can be partly
attributed to a different response of the McNally and Wa80@) cloud detection, which is very sensi-
tive to changes in the First Guess and the bias correctiois.rébults in a very different sampling of the
observations, which makes the comparison and interpoetati these statistics more difficult. For most
of the affected observations, there is, however, still aprovement in the NewR experiment compared
to the Denial. So, even if there is a degradation in thesesarempared to the Control, assimilating
the data still gives clear benefits. In this context it is Wwartentioning that the sample of data used to
derive the observation error covariance matrix is somewlzsted towards the tropics and sub-tropics,
and this may also contribute to a better performance in th@ds. It should be noted here as well, that
the Control also shows increased background departuresfioe other observing systems, most notably
some AMSU-A and ATMS temperature-sounding channels inrbgids, GPS radio occultation mea-
surements sensitive to temperature, and low-level AMMs (Eiguresl3b, c, f andl4a, ¢). On balance,
neither the NewR nor the Control fare better in this regard.

5.4 Impact on analysis increments and mean analyses

The updated observation error covariance matrix for IA&#l&eoverall to a large reduction in the analysis
increments. This can be seen, for instance, in Fsgvhich shows the normalised zonal mean differences
in the RMS of the increments for wind between the Control &ieddenial and the NewR and the Denial,
respectively. Adding IASI in the Control experiment leadsatlarge increase in the wind increments
compared to the Denial experiment. This is very differenthia NewR experiment, where increments
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are reduced compared to the Denial in some areas, but iedretightly in others. Other geophysical
variables show a very similar behaviour. Overall, compaodithe Control, the NewR experiment shows
a very significant reduction in the size of the incrementsafbgeophysical variables.

An increase in the size of the increments is often a featudding new observations, a reflection of
adding further variability and reducing the correlatiorgviieen background and analysis errors. Such
an increase is therefore not necessarily an indication ajoa performance, especially when it is ac-
companied with a better agreement between the backgrouwhataer assimilated observations (e.g.,
Bouttier and Kelly 2001, Geer et al. 2010). In the presenterpentation, the large reduction in the size
of the increments in the NewR experiment compared to therGlastaccompanied with a significantly
improved background fit for many other assimilated obse@mat This combined result suggests a clear
improvement in the overall consistency of the backgrounel aissimilated observations, and the analysis,
and it is hence considered to be a significant improvementtbeeControl experiment.

The observation error upgrade also affects the mean asalyagicularly for temperature and humidity.
The NewR as well as the Control experiment show considewdifigrent mean analyses when compared
to the Denial, and the differences exhibit distinct geobiegl pattern. For some levels, these changes are
larger for the Control, whereas for others they are largénérNewR experiment. The strongest changes
in the NewR experiment are seen for the 850 hPa temperatareetative humidity field (Fig.16).

The NewR and the Control experiment both decrease thevelatimidity in the ITCZ by around 1 %
compared to the Denial, but the NewR experiment moistenscaonts the subsidence regions more
strongly than the Control (of the order of 1 % and 0.1 K, refipely), and it dries/warms the polar
regions more strongly by a similar amount.

It is not clear whether these changes to the analysis biasea positive or negative aspect. While
data assimilation systems are designed to generate inctemih a zero mean, such changes in the
mean analysis are a frequent occurrence when adding obisasjaand it is often not clear whether
these changes correct existing biases or introduce new @ms way to evaluate such changes in the
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Figure 15: a) Zonal means of the normalised differences efrttot mean square of the wind increments between
the Control and the Denial experiment. A negative value meareduction of the increments compared to the
Denial. The results are based on 423 assimilation cycles @veonths. Cross-hatching indicates statistical
significance at the 95 % level. b) As a), but for the NewR erpant versus the Denial.
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Figure 16: a) Difference in the mean 850 hPa temperature ysial[K] between the Control and the Denial
(shading) together with the mean 850 hPa temperature fiettsoDenial (contours). b) As a), but for the difference
between the NewR experiment and the Denial. c) As a), butéd330 hPa relative humidity [%]. d) As c), but for
the difference between the NewR experiment and the Denial.

analysis biases is by comparison against other obsergationprone to biases. However, this is not
straightforward in our case, as only a limited number of sobkervations are available in the lower
troposphere over oceans in the affected areas, and thedéisggpativeness is also somewhat questionable.
Nevertheless, the changes in the bias of the humidity aisady850 hPa as well as the warming in the
polar regions are supported by radiosonde observationseiraffected areas, and the changes reduce
biases against these observations (not shown). Howeeetpothling in the subsidence regions increases
a warm bias against radiosondes already present in the [Detii@se areas.

5.5 Forecastimpact

Verification of each experiment against its own analysisgssts a significant improvement in short-
range forecasts. For this measure, forecast errors areagedignificantly up to day 3-4 in the NewR
experiment compared to the Control for almost all variables levels (e.g., Figurels7, 18 and19), with
significant reductions out to day 5 or further in the stral@sp and the lowest tropospheric levels. The
impact in the stratosphere is likely to be a result of thegased and more appropriate weight given to
the stratospheric temperature channels from IASI in the Rlewperiment. The forecast impact appears
stronger for temperature rather than the geopotentiailplysa reflection of adding vertical temperature
structure through the more sophisticated weighting of 14&h, which may enhance the representation
of vertical gradients as discussed earlier. In the mediange in the mid- to upper troposphere, the
impact of IASI is more similar in the Control and the NewR estipent, and both experiments show a
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Figure 17: a) Zonal means of the normalised differences ®eftlot mean squared forecast error of wind between
the Control and the Denial experiment for the 72 h forecasiclEexperiment has been verified against its own
analysis, and a negative value means an improvement cochpatbe Denial. The results are based on up to 418
forecasts over 7 months. Cross-hatching indicates sigissignificance at the 95 % level. b) As a), but for the
120 h forecast. c) As a), but for the normalised differenneké root mean squared forecast error of wind between
the NewR and the Denial experiment. d) As c), but for the 12ddtést.

statistically significant reduction of forecast errors bgund 1 % for the 500 hPa geopotential in the
extra-tropics (Figl18).

Short-range forecast impact when evaluated against asabfsould be treated with some caution, as
the contribution from analysis errors is more significamigl &n particular the correlations between the
analysis and short-range forecast errors play a more iegorole. It is therefore not surprising that
the short-range impact presented in Hif.is, in parts, sensitive to the choice of the verifying analys
For instance, verification against the operational anslghows a more neutral impact for the NewR
experiment compared to the Control for the extra-tropiastie first two days, whereas the medium-
range forecast scores are comparable to the ones showrakéhe choice of analysis is less important
(not shown). Over the tropics and in the stratosphere, thgRNexperiment also shows a significant
improvement over the Control for the day 2-3 forecast wheiifigd against the operational analysis,
providing further indication of a robust forecast improwarhin these areas. Choosing the operational
analysis for verification arguably favours the Control,dnese the operational analysis uses the same ob-
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Figure 18: Normalised differences of the standard deviatibforecast errors compared to the Denial experiment
as a function of forecast range in days, covering up to 428dasts over 7 months. Error bars indicate significance
intervals for the differences to the Denial at the 95 % leBdhck shows the results for the NewR experiment versus
the Denial, whereas red shows the results for the Controtexpent versus the Denial. Verification is against the
own analysis. A negative value means an improvement coahp@athe Denial. The various panels show, from
left to right: Results for the 500 hPa geopotential over thetBern Hemisphere extra-tropics, the 200 hPa wind
in the tropics, and the 500 hPa geopotential over the Noriitéemisphere extra-tropics (top row). The 850 hPa
temperature over the Southern Hemisphere extra-tropiestropics, and the Northern Hemisphere extra-tropics
(middle row). The 850 hPa relative humidity over the Southéemisphere extra-tropics, the tropics, and the
Northern Hemisphere extra-tropics (bottom row).

servation error covariance and it is therefore likely tovglsome similar structures in the analysis errors
as the Control. These will lead to an under-estimation ofsthart-range forecast errors for the Control
when this verifying analysis is used. These aspects have diseussed in detail, for instance, in Geer
et al. (2010). They argue that for analysis-based veriioathoosing each experiment's own analysis
is mostly the best compromise that does not prejudice onerigmpnt setup over another. We therefore
place more emphasis on the own-analysis scores presentedim&ombination with the analysis of
background departures for other assimilated observatisrshown in Figure$3and14. The latter are
usually a more reliable indicator of the short-range fosegapact than analysis-based verification, and
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Domain Parameter | Level Anomaly correlation RMSE
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Symbol legend: for a given forecast step... (d: score difference, s: confidence interval width)

A experiment better than control statistically highly significant (the confidence bar above zero by more than
its height )(d/s > 3)

A experiment better than control statistically significant (d/s > 1)
experiment better than control, yet not statistically significant (d/s > 0.5)
no any significant difference between control and experiment
experiment worse than control, yet not statistically significant (d/s < —0.5)

v experiment worse than control statistically significant (d/s < —1)

V experiment worse than control statistically hightly significant (the confidence bar below zero by more than
its height)) (d/s < —3)

Figure 19: Score-cards for the NewR experiment comparedddontrol for the full 7 month period. Verification
is against each experiment’s own analysis, and the steistionfidence level is 95 %. See symbol legend for
further explanations.

very clearly indicate an improved performance in the shamge for the NewR experiment.

Some of the most significant reductions in the forecast ergainst the own analyses even out to the
medium-range can be found for temperature and humidity @th®a (e.g., lower two rows of Fid.8).
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Here, the Control experiment is showing only a small impachpared to the Denial, whereas in the
NewR experiment standard deviations of the forecast em@significantly reduced at least up to day
6, especially in the tropics. However, these large redostighould also be treated with some caution,
bearing in mind the considerable changes to the mean asalys$eese levels noted earlier, and bearing
in mind that analysis-based forecast scores for humidigyg@nerally relatively un-reliable. Relative
humidity exhibits much more spatial and temporal varigpiéind the verifying analysis is not as well
constrained as, say, that of the geopotential. Neverthethe reductions seen here are also apparent
in maps of standard deviations of the forecast errors (notvely suggesting that the reductions are
not (only) an artifact of the geographical pattern of the maaalysis differences. However, further
investigation shows that the activity of the analysis (ie $tandard deviation of the analysis anomalies
to climatology) for these fields is fractionally reduced b¢-Q.0 %, while the activity of the forecasts
is gradually less affected. The reduction in the activitytred analysis brings it more in-line with the
activity in the forecasts, and of course it is not clear what'right” level of activity is for the analysis.
Nevertheless, the reduction in activity may contributehte apparent reduction in the forecast errors
when own-analysis scores are considered. Note, howe\adrfdlecast scores calculated against the
operational ECMWEF analysis, and hence against an un-claaggysis, as well as against radiosonde
observations still show significant reductions for relathumidity at 850 hPa in the tropics out to day
4. While the size of the impact at 850 hPa may be exaggeratscbies against the own analysis, it is
hence likely that the reductions indeed reflect a real fateioaprovement.

5.6 Ozone impact

The departure statistics for other observations discueadikr have already indicated that some of the
largest impact in the NewR experiment can be found for ozortee ozone channels on the infrared
instruments (AIRS, IASI, HIRS) suggest a very substantigiriovement, showing up to 17% reduction
in the global standard deviations of the background depestwith respect to the Denial, compared to up
to 8% reduction for the Control (e.qg., Fity3e). However, the impact of IASI data on the ozone analysis
is less clear when considering SBUV retrievals which areotfilg source of ozone profile information
assimilated in these experiments. These show increasedastadeviations of background departures
for most layers below 10 hPa in the Control (Faf). Mostly, the new observation error covariance for

a) SBUV (S.Hemis.) b) SBUV (Tropics) ¢) SBUV (N.Hemis.)
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Figure 20: As Fig.13, but for normalised standard deviations of background depes for SBUV ozone retrievals
a) over the Southern Hemisphere extra-tropics, b) the t®pmnd c) the Northern Hemisphere extra-tropics.
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a) Control, April 2014

b) Control, August 2014
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Figure 21: a) Zonal means of the changes in the standard tieviaf differences between MLS retrievals and the
analysis of ozone mixing ratio for the Control compared ®frenial for April 2014. Positive (red) values indicate
an increase in the standard deviations in the Control. b) Adat for August 2014. c) As a), but for the NewR
experiment compared to the Denial. d) As c), but for Augu$#i2@lease note that different colour scales are used
in the four panels.

IASI reduces this degradation, particularly in the tropahough the benefit compared to the Denial is
less clear. The interaction between IASI radiances andepoofile information from SBUV has been
discussed in detail in Dragani and McNally (2013). The smdafiradations for some SBUV layers are
primarily a reflection of the limited vertical resolutiongwided by IASI, which means IASI tends to
cause relatively broad analysis increments, as the waeigtitinctions of the ozone channels are very
broad, but the increments primarily reflect the errors inthekground at the levels that IASI radiances
are most sensitive to. These increments may not be appimmiar the full range of levels that IASI
ozone channels are sensitive to.

To investigate the performance for ozone further, the ozorayses have been compared to ozone re-
trievals obtained from the Microwave Limb Sounder (MLS) aakd the Aura satellite (e.g., Froidevaux
et al. 2006). These retrievals are not assimilated in ouerxyents and hence provide an independent
assessment of the ozone field. The comparison shows a cleaniement in the ozone analysis around
the ozone maximum between 20-50 hPa for the NewR experinoenpared to the Control in terms of
the standard deviations of the differences between MLS hadrone analysis (compare the top and
bottom rows of Fig21). For most (but not all) months, the NewR experiments alsovstmaller stan-
dard deviations than the Denial (e.g., R2Zdc), providing an independent confirmation that IASI is able
to improve the ozone analysis. The situation is less cleah#8&Control, where improvements compared
to the Denial are mainly confined to the Antarctic region amel $outhern Hemisphere winter months,
during which SBUV observations are not available in thisoede.qg., Fig21b).

In this context it should be mentioned that the choice of ttane channel used to anchor the variational
bias correction has an important effect on the performantieecozone analysis. As mentioned earlier,
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Figure 22: a) Hovmoeller plot of the mean differences inftotdumn ozone between MLS and the Control analysis
[DU]. b) As a), but for the Denial. c) As a), but for an experimavith the updated observation error covariance
for IASI and the same anchor channel as used in the Contréhsd), but for the NewR experiment.

in the NewR experiment, we use channel 1574 without a biagction, whereas channel 1585 is used
in the Control. The main reason for this change is that inibgeriments with the old anchor channel
showed a significant degradation in the ozone bias, as iediday ozone profiles from SBUV or MLS,

or OMI total column ozone values (compare, for instance, Z2g and c¢). This change in bias is a result
of the increased weight given to ozone channels in the NewRrarents, combined with a non-zero
analysis bias for the anchor channel in the Control. Thesamed weight of the ozone channels means the
analysis draws more closely to the ozone channels, induality biases in these. As the anchor channel
has a non-zero bias against the analysis in the Controlytéans a modification to the bias of the ozone
analysis if the same anchor channel is used. To amelioraterth chose instead an ozone anchor channel
for IASI which has a near-zero bias correction in the Conaold, by design of VarBC, a near-zero bias
against the analysis after bias correction). This sucalgsestores the ozone biases to levels similar
to the previous values, with a somewhat better performamee tbe tropics (compare Fig2a and d).
Obviously, simply using a single channel to anchor the viarial bias correction remains a pragmatic
solution, and the choice needs to be re-evaluated when@geclmaracteristics change, for instance when
upgrading spectroscopic parameters. Further work wouldeipeficial to better restrict the size of bias
corrections obtained by VarBC, possibly linked to estimateplausible sizes of the biases, for instance

Technical Memorandum No. 756 29



S ECMWF Updating the observation error covariance matrix for IASI

based on the uncertainty in the spectroscopy for ozone eft&nn

The choice of the ozone anchor channel also has an effecthen aspects of the assimilation and is
not only confined to the ozone analysis. For instance, thaegghén the channel used for anchoring
restored the size of the standard deviations of backgroepdrtlres for short-wave channels of AIRS,
and also led to improvements in the day 5-10 forecast scorésrhperature at 100 hPa over the Northern
Hemisphere (not shown). The sensitivity to the anchor chlnmay be increased as a result of the
stronger weight given to the ozone channels in the NewR @xrpet, but it is probably present in the
Control experiment as well. This is an unsatisfactory sitwmathat warrants further study.

6 Use of the new observation error covariance in the EDA

So far we have considered only the effect of updating thergben error covariance matrix for IASI in

a deterministic experiment with 4-dimensional variatioth@ta assimilation. However, in the ECMWF
system, the observation error covariance is currently atsal to determine the size of the perturba-
tions applied to observations in the Ensemble of Data A$sfioins (EDA) which is used to produce
flow-dependent estimates of background errors in 4DVAR. (&gnavita et al. 2012). In the current
operational configuration of the EDA, 25 independent 4DVA{Reariments are run with different ran-
dom perturbations to the observations, as well as periorisgato the physics parameterisations and sea
surface temperatures. As a result, the update in the oltiggrearor covariance for IASI potentially also
has an effect on the estimation of the background errorsinsfldVAR. This aspect has been neglected
in the experiments presented in the previous sections, ichwhe same background error has been used
for all experiments.

We will now investigate the effect of also updating the oliaton error covariance for IASI in the EDA.
First, we will characterise the influence of the change orsgitead and correlations statistics of the EDA.
After that, we will investigate to what extent an updated E&ffects the performance of the modified
observation error covariance when used to specify backgrewrors in assimilation experiments.

6.1 Experiments

To investigate the impact of the observation error covagarpdate we performed two EDA experiments:
in the Control experiment, the old observation error speatifbn for IASI is used as in operations. In
contrast, in the NewR EDA experiment we use the updated wétsen error covariance matrix including
inter-channel error correlations to define the perturlpatiapplied to assimilated IASI observations, as
well as for the assimilation of the IASI data. In contrast he NewR experiments presented in the
previous section, the NewR EDA experiment uses the sameeoaochor channel as the Control, as
these experiments were conducted earlier. Both EDA expatisncover the two periods 5 February to
4 May 2014 and 16 July to 30 September 2014. The spatial medelution of the EDA is T399, with

an incremental analysis resolution qfZb5 and 137 levels in the vertical. We use 25 ensemble members
as in the current operational configuration.

6.2 Influence on the spread statistics of the EDA

The update of the observation error covariance matrix f@llAas a notable influence on the spread of
the EDA, that is, the standard deviation of the ensemble neesn(e.g., Fig23). The spread in temper-
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Figure 23: a) Zonal mean of the relative difference in thepgenature spread of the EDA for August 2014. Negative
values indicate a reduction of the spread in the NewR exmrirnompared to the Control. b) As a), but for
vorticity. ¢) As a), but for relative humidity. d) As a), bat bzone.

ature, vorticity and relative humidity is typically deceea by around 3 % in the mid-troposphere in the
tropics (a little more for relative humidity), whereas soimereases in the spread can be found at higher
latitudes. The EDA spread is an indication of the size of #ekground errors, under the assumption that
the applied perturbations to observations, sea surfacedietures and physics parameterisations reflect
the true erorrs. The parameters and regions with the largdsttion in the spread are also the areas
where our investigation of the 4DVAR experiments found theaiest improvements in the observation
fit statistics or forecast impacts. This is reassuring aglaatéon in the spread can be seen as a further
indication of an overall improvement of the assimilatiorsteyn in these regions. At the same time, it
is difficult to determine whether the NewR EDA also providesiraproved estimate of the size of the
background error. This is because the EDA spread is thet refsthle inter-play of not only the observa-
tion perturbations, but also the stochastic physics andifiiztions of the sea surface temperatures, all of
which may have their deficiencies. A detailed analysis of #spect is beyond the scope of the present
paper and is hence left for future work.

The update of the observation error covariance also has lheifieat on the vertical correlations of the
background errors derived from the EDA. This can be seerin&ance, in globally averaged statistics
derived from the two EDAs and displayed in Fij for temperature and humidity. These are used in
the ECMWEF system to estimate the background error coroglgti The changes are relatively small
and mainly confined to the lower and mid-troposphere, belawdehlevel 80 (around 250 hPa). For
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temperature, the modification leads to a slight broadeninigeocorrelations, combined with less strong
anti-correlations on the off-diagonals. For humidity, ttwerelations are slightly sharper around model
level 120, which is at 920 hPa for a 1013 hPa surface pres3iie.may reflect a better representation
of vertical detail for humidity. The mid- to lower troposplelevels with the largest changes in the
correlations are levels where we have previously noted sigaals in the forecast evaluations.

The results show that the different error characteristesumed for IASI affect both the size of the
EDA spread as well as the vertical correlations betweeredifices of the EDA members. The latter
gives a further indication that the updated observationrerovariance matrix indeed affects IASI's
ability to resolve vertical features. This aspect could toelied further, for instance in simpler 1DVAR
simulations that estimate the theoretical informationtenhof IASI in an idealised framework (e.g.,
Collard and Healy 2003). Such studies tend to assume rathplesobservation errors that do not take
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Figure 24: a) Global average of the vertical correlationshEckground errors for temperature derived from the
Control EDA experiment over the July—September period. iffef@nce in the temperature background error
correlations derived from the NewR and the Control EDA. cppdut for humidity. d) As b), but for humidity.
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into account correlated contributions to the error. In ti@AEEoNtext, the overall effect of assuming a
more realistic observation error appears fairly smalljtistpossible that it is more significant in specific
meteorological conditions, and this aspect is not coveezd.H-urther investigations of the EDA spread
and correlation characteristics are beyond the scope girtgent memorandum and these are left for
future work.

6.3 Analysis and forecast impact in high-resolution 4DVAR gperiments

The influence of the upgrade of the observation error conegiamatrix for IASI on the specification of
the background errors has been tested further by runningARD&&periments that include or neglect
the observation error upgrade in the EDA that is used for #ekdround error specification. Three
experiments will be discussed here: the Control experimases the operational observation error speci-
fication in the EDA and in 4DVAR. In contrast, the NewR expegithuses the updated observation error
covariance matrix for IASI, but with a background error sfieation that is the same as in the Control
(equivalent to what has been done in secpnThe ozone anchor channel is also updated as in earlier
experiments. In the NewR+EDA experiment, we use the same satin the NewR experiment, but also
apply the updated observation error covariance matrixer&BA which is used to specify the situation-
dependent component of the background errors. Note thaeitatter experiment the overall magnitude
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Figure 25: As Fig.13, but for the NewR (red) and NewR+EDA (black)1P79 experiments compared to the
Control, rather than a Denial. Statistics over%fmonths of experimentation have been combined.
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Figure 26: As Fig.18, but for the NewR (red) and NewR+EDA (black)I279 experiments compared to the
Control, rather than a Denial. Statistics overlz":»months of experimentation have been combined. A negative
value means an improvement compared to the Control.

of the background error has not been altered - this overaiinitzde is determined by a climatological
background error that is the same for all experiments. A#ahexperiments are run at the higher spa-
tial model resolution of T1279 &16 km), that is, the spatial resolution currently used djpamally at
ECMWF, combined with an incremental analysis resolutiom,&55 (=80 km, ie, the same as in earlier
experiments). This also tests whether there is some résoldependence of the results presented in
sectionb. The experiments cover the periods 5 February to 4 May 20#i41&nJuly to 30 September
2014, a total of 5 1/2 months. They use the full observingesysassimilated operationally at the time,
including two IASI instruments.

The T 1279 NewR experiment shows the same improvements as ter daB11 experiments, whereas
the differences between the NewR and the NewR+EDA expetiarernvery minor. This can be seen in
statistics for other observations (e.g., 2%, compare to Figl3) as well as in forecast scores of veri-
fication against the own analysis (e.g., 2§, compare to Figl8). The former show overall the same
marked reductions in the standard deviations of backgralepdrtures for the NewR experiment com-
pared to the Control as seen previously (rbT1 experiments, but little statistically significant chas

34 Technical Memorandum No. 756



Updating the observation error covariance matrix for IASI SECMWF

for the NewR+EDA experiment compared to the NewR experimestiort-range forecast scores are
also similarly improved in the NewR experiment comparedh®s €ontrol, with particularly noticeable
changes for lower level humidity and temperature (e.g., 2 Again, there is no clear advantage for
the NewR+EDA experiment compared to the NewR experimerdrims of forecast scores.

The lack of impact from using the updated EDA for the backgtberror specification is somewhat
disappointing, given the clear effect on the ensemble gpstatistics. However, two aspects of the
presented experimentation are worth bearing in mind heirsthf in the present experiment, only the
situation-dependent aspects of the background error hese bpdated, whereas the overall magnitude
of the underlying static climatological background has le¢n altered. This will reduce the impact of
the background error update, as overall changes to thefsize background error will not be taken into
account. Secondly, the derivation of the background ermmfthe EDA statistics includes a calibration
step, which uses the operational ECMWF analysis to estistaig-range forecast errors (e.g., Bonavita
et al. 2012). Ideally, this calibration step should haveo alsed the analysis from the NewR+EDA
experiment, but this is currently technically not possiblde relevance of both of these aspects is not
clear, but if addressed they may contribute to a more apgiskcdifference in the impact.

The results suggest that the forecast impact found earligi 511 experiments is also representative
for experiments with much higher spatial model resolutidhis is an interesting finding, as it has been
argued that some of the error correlations are due to ($padiaresentativeness errors (e.g., Stewart
et al. 2013, Weston et al. 2014). Observation error coveeardiagnosed from | T279 experiments
with the Desroziers et al. (2005) method indeed show somé diffarences, for instance, for humidity
channels (not shown). But it appears that the matrix derfvath T_ 511 nevertheless is a significant
improvement over the currently used observation error.s Mvorth pointing out in this context that
the T.511 experiments and thg T279 experiments have been run with the same incrementhisana
resolution. This may contribute to the finding that the ederived from a lower-resolution experiment
is adequate for the higher resolution experiment. It remtrbe seen what impact changing the spatial
resolution of the incremental analysis resolution has erptiesent results.

7 Summary and conclusions

This memorandum has investigated the use of an updatedvalisarerror covariance matrix for IASI.
The matrix is derived from observation space diagnosticdlifrtysworth and Lonnberg 1986, Desroziers
et al. 2005), and uses differeag values compared to the currently assigned observation @mcbtakes
inter-channel error correlations into account. The culyeassigned observation error consists of a
diagonal matrix with constant diagonals over three wavedmer bands, with substantial inflation for
stratospheric, window, humidity, and ozone channels. Tduditianal computational cost of taking the
inter-channel error correlations into account is neglgiihe main findings are:

e The new observation error covariance allows the use of agrefion error that is more consistent
with departure statistics for many assimilated channdidealds to significant benefits in terms
of forecast skill over the first 3-4 days compared to the olzdmm error currently used. The
improvements are clearest in the lower troposphere, tia¢osphere, and in the tropics, and for
humidity.

e The new observation error covariance matrix leads to ardifteweighting of IASI in the analysis,
with reduced increments and an overall much improved ctargig with other observations.
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e The update has a particularly notable impact on the ozonksasiaimproving the fit to other
assimilated as well as independent ozone observations.

e Using diagnosed observation errors while neglecting thgribsed error correlations leads to a
significant degradation of the analysis compared to notguigi$| data at all. Error inflation can
be used to partially compensate for this effect, with optim@éation factors of around 2.5-3.0.

e Some inflation of the diagnosemh values is beneficial also if inter-channel error correladiare
taken into account, but the optimal factor is smaller tharemvilrror correlations are neglected
(around 1.75). Using diagnosed values without inflationsdua lead to a similarly strong degra-
dation as seen without error correlations, suggestingntipact is more robust.

e Using the updated observation error covariance in the ERAddo notable changes in the en-
semble spread used to specify background errors in 4DVAR,nainor changes to the vertical
correlations. However, the benefits from using the updatedkdround error from this EDA in
4DVAR are minor.

The observation error upgrade leads to an overall more st@nsiassimilation of IASI data. A number
of diagnostics suggest that the short-range impact of tserehtion error upgrade is comparable in
magnitude to the introduction of IASI observations in therent system. However, for the medium-
range forecasts, the impact is not as strong, and the upigrauaestly neutral for a forecast range beyond
day 5. The reasons why the short-range benefits do not ttarislatronger improvements in the longer
medium-range are not clear, but the finding may reflect IABdgticular role as an instrument that has
the ability to provide additional vertical information.

The present study provides another example that a moressimaltéd treatment of observational un-
certainty in the assimilation of satellite data can lead ¢oyvsignificant improvements in the use of
these observations. It is also another example that higfislithat observation-space diagnostics and the
inter-channel error correlations provided by them givefuldaformation for such a more sophisticated
treatment of the observation errors. Similar results haentobtained by Weston et al. (2014) for IASI
data, and by other observation error re-specification etuftir AMSU-A or GPS-RO data at ECMWF.
While the observation-space diagnostics will have shomtiogs and provide misleading results when
their assumptions are egregiously violated, it is cleat they provide useful input to the observation
error specification that enables us to improve on the cugksérvation error specifications for satellite
data.

At the same time, a number of questions remain about the wkamplicability of the observation-space
diagnostics. For instance, our study found considerabtefite from scaling the error standard devia-
tions estimated with the diagnostics, and only small be&bim methods that adjusted the conditioning
of the diagnosed matrix. In contrast, Weston et al. (2014phemises the need for improving the con-
ditioning of the diagnosed matrix. The finding that an adpestt is beneficial is similar in the two
studies, as is the finding that benefits are obtained @itlvalues that are very likely to be larger than
the true observation errors. However, the chosen appredohmake adjustments and the severity of the
encountered problems when using un-adjusted matriceseayalifferent.

The finding that adjustments to the diagnosed matrices arefio@l raises the question why these ad-
justments are necessary and what adjustments are mosibf@ald/hen considering this question it is
important to bear in mind that these are adjustments madedir ¢o specify observation errors in an
assimilation system, and they thus reflect the charadteyist the assimilation systems and the degree
of sophistication used for the observation error specificatFor instance, the adjustment may merely
reflect that we still use only a globally constant observagoror covariance with inter-channel error

36 Technical Memorandum No. 756



Updating the observation error covariance matrix for IASI SECMWF

correlations, but we continue to neglect other aspectsefrtie observation error characteristics. We
continue to neglect spatial error correlations, the saapmendence in brightness temperature space of
the instrument noise contribution, and the situation-ddpace of other aspects of the observation error,
such as cloud screening or radiative transfer errors. lilghtberefore be not surprising that some adjust-
ments are necessary, and that we continue to need to assgareailon errors that are most likely larger
than the true observation errors. On the other hand, it @sgdssible that the adjustments are addressing
short-comings in the diagnostic methods, arising from mggions made during their derivation that are
likely to be not strictly true (e.g., assumptions on the w&dgused in the assimilation system, or the
assumption that there are no error correlations betweepatiground and the observations). While we
cannot rule out the latter possibility, we consider the ri@img sub-optimalities the dominant reason, at
least for the majority of the channels considered here.rewtork on further refinements to the assumed
observation errors is likely to be beneficial to further wstnd which adjustments are most appropriate.

To better interpret the results from the observation erragmbstics we expect that an enhanced under-
standing of the statistical properties of the main uncsties in the assimilation of IASI data will be
very beneficial. Studies that aim to build up an inventory Ibfearor contributions will also help to
highlight where the diagnostics are plausible and whenetheay be short-comings. Such studies will
provide further input to the observation error specifiaatiand they are also likely to help identify areas
where improvements in the assimilation of IASI can be olgdim general. At the same time, compil-
ing a complete error inventory that includes reliable eatam for contributions such as the instrument
noise, radiative transfer error, cloud screening and sgmtativeness error is a challenging task, and it
is likely that such an inventory will also be prone to assuon# that are not strictly valid. Neverthe-
less, such studies are currently under-way at ECMWF, andateexpected to shed further light on the
assimilation of IASI data.

The current results are highly relevant for the assimitatib other hyper-spectral IR sounders, such as
AIRS or CrIS (e.g., Aumann et al. 2003, Han et al. 2013), anreiigeostationary hyperspectral infrared
sounders planned for the European Meteosat Third Generatitellites or the Chinese FY-4 series.
Observation error contributions from sources other thatriment noise are even more relevant for
low-noise instruments such as CrlIS, and the use of more stiqated observation errors that include
the correlations of these errors is therefore considergubitant. The findings also contribute to a bet-
ter use of alternative representations of hyperspectralad, such as Principal Component Scores or
reconstructed radiances (e.g., Collard et al. 2010, Mattiand McNally 2014). In the case of recon-
structed radiances, very low noise is achieved througlatinembinations of the observations, leading to
error correlations in the transformed instrument noisehi&dng the full benefit from these alternative
representations is likely to be dependent on the use of alfskrvation error covariance matrix.

Our experiments show particular benefits for the humiditglgsis, an area where the use of IASI and
other hyperspectral IR instruments has so far been reljativeited in the ECMWF system. It appears
that accounting for the relatively strong inter-channebecorrelations for the humidity channels, to-
gether with an improved weighting of surface-sensitivencieds enables a more robust impact in this
respect. In past experimentation, it has often been diffioiduccessfully add further humidity sounding
channels with the present assimilation setup, without areased observation error. The more sophis-
ticated treatment of humidity channels in the present expmits may allow a more extensive use of
the water vapour band. Preliminary experiments in thisotima with 114 additional humidity channels
from IASI have been conducted, using the same channel gegleas in Matricardi and McNally (2013)
and Matricardi and McNally (2014). These preliminary expents indeed show further improvements
in terms of background fits to other observations when thétiadedl channels are assimilated with an
observation error covariance matrix derived and scaled. By ih an equivalent way as reported in the
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Figure 27: Global standard deviations of background depees for a selection of observing systems for two
experiments that use an observation error covariance maisi constructed in this Technical Memorandum, but
assimilated a different number of IASI channels. Red sheaslts for using 191 IASI channels (similar to the
NewR experiment described in sectignbut without an update to the ozone anchor channel), wheldask
shows results for using 305 channels, with the additionahetels primarily located in the humidity band. The ex-
periments use a;b11 spatial model resolution and cover th§ﬁ10nth period 5 February — 14 August 2014. The
values have been normalised by the standard deviationsakijpaund departures from a Control experiment that
uses the operational observation error and 191 channelsizdotal lines indicate 95% confidence intervals. The
observing systems are: a) Radiosonde temperature obgamgab) ATMS brightness temperatures (with tempera-
ture sounding channels 6-15, and humidity sounding chantti22), c) GPSRO bending angle observations from
COSMIC, Metop-A and B and GRACE-A, d) Radiosonde humid#grohtions, e) AIRS brightness temperatures,
and f) Atmospheric Motion Vectors from 10 satellites.

present memorandum (e.g., F&y), although with neutral impact on medium-range forecastesc(not
shown). Further work in this area is likely to be beneficiagitance our understanding of the use of the
water vapour band.

The finding of particular benefits for humidity also has witheplications for the general use of humidity-
sensitive radiances. An increased use of humidity chanmsmelgected to be particularly useful in prepa-
ration for future geostationary hyperspectral soundehschivshould allow a better representation of the
humidity field at frequent time intervals, and hence enaleliéel estimation of dynamical information
through tracing effects in 4DVAR. If representativenessadtiative transfer errors are indeed dominant
contributors to the correlated errors for humidity chaarkén the findings reported here are likely to be

38 Technical Memorandum No. 756



Updating the observation error covariance matrix for IASI SECMWF

also relevant for the assimilation of microwave humidityisders. These have been found in the past to
also exhibit inter-channel error correlations when adsit@d in clear-sky conditions (e.g., Bormann and
Bauer 2010), and such error correlations are likely to b& efnger when the data is assimilated in
all-sky conditions, where representativeness errors arech larger contribution (e.g, Geer et al. 2014).
A more sophisticated treatment of such observation errotriboitions and their full characteristics is
likely to lead to further benefits.
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Appendix A: Derivation of the observation error covariance matrix

Diagnosing the observation error covariance

The updated observation error covariance matrix used f&l IA the present study has been derived
based on methods described in Bormann and Bauer (2010) amdaBo et al. (2010). The estimates
use a combination of observation-space diagnostics, eappdi samples of IASI data for which all 191

assimilated channels are used in the assimilation systehe diagnostics have been applied in the
following way:

e First, we use the Hollingsworth and Lonnberg (1986) mettmdbtain an initial estimate of the
observation errors including their inter-channel cotielss. These could have been derived from
an experiment that monitors I1ASI data passively, but foveoience we chose an experiment with
active assimilation of IASI.
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Figure 28: Raw diagnosed observation errarg) for assimilated IASI channels. The red line shows theahiti
values obtained with the Hollingsworttidhnberg method from an experiment that assumes the opeailiizised
observation errors (grey). The blue line gives the resuitmfthe Desroziers diagnostic applied to an experiment
that assumes an observation error covariance matrix basetthe Hollingsworth/bnnberg matrix (with inflation

of g by 75 %) as described in the main text. Also shown is an estiofdhe instrument noise (black).
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e Next, we use these diagnosed covariance matrices in a némilagsn experiment, withog
scaled by 1.75 (see sectidlh and apply the Desroziers et al. (2005) diagnostic to tierese the
observation error covariances and their inter-channer eorrelations. This re-diagnosed matrix
is the basis for our further investigations.

The rationale behind this approach is as follows: the fiegt aflows an initial estimate of the observation
error covariance that could in principle be independentasfier assimilation choices and avoids the
very strong inflation of the observation error for some cledsie.g., window or ozone channels). Note
that this initial estimate does not make an assumption orsiteeof the background error used in the
assimilation system. At the same time, the Hollingsworimihberg method makes the strict assumption
that observation errors are spatially uncorrelated, drgpatial error correlations are due to background
error. This is questionable for radiance observations,adgtive transfer or representativeness error
may show spatial error correlations, as has been found by&mam et al. (2010) particularly for window
and humidity channels. The assumption of negligible spati@r correlations is relaxed in the second
step by applying the Desroziers diagnostic. When applyliregResroziers diagnostic, the assumption
is made that the weights specified in the assimilation systesrconsistent with the true weights, thus
introducing a potential dependence on the assumed baaidyetor. Further experimentation has found
this sensitivity to the specification of the background etodbe relatively small (see Appendix B).

All diagnostics have been derived from one month of MetopASIidata (15 March - 14 April 2014),
based on experiments with @311 spatial model resolution and the full operational olisgrsystem.
The resultingop and error correlation matrices are shown in Figu8sand 29, respectively. The ad-
justment made by the second step is relatively small, buethee nevertheless noticeable differences for
window, ozone, and humidity channels. Statistics havelasm derived for Metop-B IASI, which show
slightly smaller estimates @fo, consistent with independently estimated lower instrunmeise for the
given period.

The re-calculation of the observation error covariancegigiie Desroziers diagnostic gives some small
benefits in terms of forecast impact. To test this, two expenits have been run with the 311 con-
figuration used in sectio§, covering the 6 month period 5 February - 4 August 2014. Oper@xent
uses the initial Hollingsworth/Loennberg matrix, witky scaled by 1.75, and one uses the re-calculated
Desroziers matrix, wittog again scaled by 1.75. The impact on geopotential scoreseeatthe two
experiments is relatively small, but there are nevertlsetesne apparent benefits in terms of forecast skill
for low-level temperature and humidity (Fig0). In contrast to this, changes in the FG-fit for other as-
similated observations are mostly minor and often notstedlly significant. Nevertheless, some small
reductions in the standard deviations of FG departures eaten for some observations and these are
vaguely consistent with the short- and medium range fotesmases (Fig31). One of the clearer bene-
fits is found for ozone, where standard deviations of FG dapes are reduced when the re-calculated
Desroziers covariance is used. The improvements are temnisigith the finding that the largest changes
in the updated covariance matrix are occurring for low-lésmperature, window, and ozone channels.

Adjustments to the observation error covariance

It is illustrative to examine the diagnosed observatioorecovariance matrices a little further. To do so,
we present in Figur82the eigenvalues of the Desroziers-diagnosed matrix tegetfth the instrument
noise. The instrument noise has been diagnosed indepénétent the instrument monitoring, and a
full matrix with error correlations due to the apodisatienused here. There are several aspects worth
noting:
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Figure 29: a) Raw diagnosed inter-channel error correlatsoobtained with the Hollingsworthéinnberg method
from an experiment that assumes the operationally usechaditsen errors. b) Raw diagnosed inter-channel error
correlations obtained with the Desroziers diagnostic #gblto an experiment that assumes an observation error
covariance matrix based on the Hollingswortbfinberg matrix as described in the main text.

e For the largest eigen-values, the Desroziers diagnostasgialues that by far exceed the instru-
ment noise, and it appears that for these structures otta@ramtributions dominate.

e Many of the higher-order eigen-vectors have, in contragerevalues that are smaller than cor-
responding eigen-values calculated from the instrumeisend-or eigen-values 100-170, the in-
strument noise matrix is smaller by a rather constant 20 9%lyimg that our diagnosed matrix
suggests errors for these spectral structures that are bisdainstrument noise.

e For the very smallest eigen-values, there is a sharp drap,fbothe diagnosed matrices and the
instrument noise. For the instrument noise, the shape s&tirp drop-off is largely determined
through the error correlations due to apodisation, whiehvegll-known as they originate from a
mathematical manipulation of the measured spectrum. Tdpealif for these smallest eigen-values
starts earlier for the diagnosed matrices than for theunstnt noise.

The reasons for the finding that a range of eigen-values afitlgnosed matrices is smaller than those
from the instrument noise are not clear. The comparison risegdhat hampered by the fact that the
instrument noise is not constant in brightness temperapage. The instrument noise is constant in
radiance space, but the non-linearity of the conversionrightness temperature space adds a scene-
dependence to the instrument noise estimate in brighteesperature space. The conversion of the
instrument noise used here is performed at a channel-depehdghtness temperature derived for a
standard atmospheric profile, whereas we compare thesésuhe diagnostic estimates obtained from
a sample of IASI data with global coverage. This obviouslgglaoot allow a very strict comparison,
and differences may simply be an artifact of this. Also, the&rument noise shows significant temporal
variations, depending on the instrument decontaminatioictwis performed every few years. The lowest
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Figure 30: Normalised differences of the standard deviatibforecast errors compared to the Denial experiment
as a function of forecast range in days, covering up to 36ddasts over 6 months. Error bars indicate significance
intervals for the differences to the Denial at the 95 % lefR&d shows the results for the Hollingsworttinberg
experiment versus the Denial, whereas black shows theisdsuthe Desroziers experiment versus the Denial (see
main text for further details). Verification is against themanalysis. A negative value means an improvement
compared to the Denial. The various panels show, from lefigiat: Results for the 500 hPa geopotential over
the Southern Hemisphere extra-tropics, the 500 hPa winthéntiopics, and the 500 hPa geopotential over the
Northern Hemisphere extra-tropics (top row). The 850 hRagerature over the Southern Hemisphere extra-
tropics, the tropics, and the Northern Hemisphere extopits (middle row). The 850 hPa relative humidity over
the Southern Hemisphere extra-tropics, the tropics, aed\tbrthern Hemisphere extra-tropics (bottom row).

values are obtained just after decontamination of theunstnt and the highest values just before. The
noise estimate used here is not for the same period, but fdfesetit period where the noise was at
a similar level. This mis-match further contributes to tliffedences seen. Of course, short-comings
in the observation error diagnostics may also contribut¢hase may provide incorrect estimates if
some of the assumptions inherent in these diagnostics amald. For instance, the weights assigned
to IASI in the assimilation system may well not be consisteith true weights, as assumed for the
Desroziers diagnostic. Or the cloud detection may intredeicor correlations between background
errors and cloud-screening errors, which are neglecteitharebservation space diagnostic. Neglecting
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Figure 31: Standard deviations of FG-departures, nornediby the Denial experiment for the 6 month experimen-
tation period covering 361 assimilation cycles. Error bamglicate significance intervals at the 95 % level. Red
shows the results for the Hollingswortlidthnberg experiment, whereas black shows the results fdd#seoziers
experiment (see main text for further details). The fourglarshow results for different observing systems: a)
Temperature observations from radiosondes over the gliheds a), but for humidity. ¢) Observations of the
u-component from aircrafts and sondes over the tropics Bi)\&retrievals of ozone over the tropics.

these is likely to result in an under-estimation of the obeston error, as these are most likely positive
error correlations. In any case, these caveats suggesheatstrument noise as well as the diagnostic
estimates should be treated with some caution.
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Figure 32: Eigen-spectra of the instrument noise matriba¢l) and the Desroziers-diagnosed observation error
covariance matrix. Also shown are the eigen-spectra of ther@riers-diagnosed observation error covariance

matrix after re-setting the smallest 91 eigen values to @ieesof the 100th eigenvalue (dashed blue) and after
making the resulting matrix larger than the instrument eaisatrix (dashed green).

The above considerations prompted us to investigate twhadstto modify the diagnosed matrix, and
the results of this are also included in F&2. In the first one, referred to as “instrument noise method”,
we adjust the diagnosed error covariance matrix such teatetbulting matrix has errors that are larger
than the instrument noise estimate for all eigenvectorss iBhdone by first subtracting the instrument
noise matrix from the diagnosed matrix, then setting allatieg eigenvalues of the resulting matrix to
zero, and then adding the instrument noise matrix agains &pproach assumes that the instrument
noise matrix estimate is reliable, and it uses the diagrmgtiimarily to estimate the additional error
contributions from the cloud screening, forward modelyespntativeness, etc. In the second approach,
termed “eigen-value method” we discard the smallest 9lneajaes of the diagnosed matrix and re-set
them to the value of the 100th eigenvalue. This means thatugednly the leading eigen-values of the
diagnosed matrix, and do not rely on either the instrumergenestimate or the smallest eigen-values
of the diagnosed matrix. The choice of keeping the first 1g@raialues is to some extent arbitrary and

Technical Memorandum No. 756 45



S ECMWF Updating the observation error covariance matrix for IASI

could be investigated further. The value is a little largemt what could be suggested by the cross-over
point of the eigenspectra of the diagnosed matrix and thaliment noise values.

The resulting adjustments to the diagnosed matrices guagled in Figure83 and34in terms of theog

and the error correlation matrix. As we primarily adjust #meallest eigen-values, the adjustments are
relatively small. Both methods lead to an increase in thenaséd observation error, mostly for the lower
temperature sounding and window channels, with a stromgpeease for the eigen-value method. The
eigen-value method also leads to stronger adjustmentgtertbr correlations (cf Figure29b and34a,

b). This includes a dampening of the correlations for neighing channels, which is combined with an
increase in theg for these channels. In contrast, these features are pegsetven the instrument noise
method is used (Fig34a).

When applied in assimilation experiments, the differerinefdrecast performance between an experi-
ment that uses the raw diagnosed matrix and experimentgsbahe adjusted matrices is small compared
to the effect of the scaling factor discussed in sectigeee black and red lines in Figurds and 36).
While some statistically significant changes can be dedeaither in terms of differences in forecast

Wavenumber [cm™]

n
n n Lo n n n n Lo n N~
NN NN L N N 1 NN ;0o o~ <
[ee] N o ~ < [e)] < o © — © — ~ L [aV] [e)] n o™ [(e] —
< (o] N~ N~ [0} [e] [} o o i i N N m < [Te] ~ O ™ o
[{e} Ce] o [{e} [{e} (o] o M~ N~ ~ ~ N~ ~ N~ ~ N~ 0 — N
| | | | | | | | | | | | | | | | [ | |
2 —
—— Instrument noise
18 - Operational observation error
—— Desroziers raw
16 Desroziers + instrument—noise method
: —— Desroziers + eigen-value method
—— Desroziers + Weston's method
1.4 —
X
= 1.2
o
=
(0]
st |
5 1
£
2 0.8
w
0.6
0.4 —
0.2 —
0

I I I
~ © @ ®
© o o
N N ™

16 —
70

331
362
389
457
921

1579

2889

5480 —

I
©
<
N

104 —
131
157 —
179
199 —
222

Channel number

Figure 33: Raw diagnosed observation error (red) for theimdiated IASI channels, together with the resulting

values after adjustment with the instrument-noise methight(blue) and the eigen-value method (green). Also
shown is an estimate of the instrument noise (black) and pleeationally assumed observation error (grey). In

addition, we provide values resulting from the adjustmesettliby Weston et al. 2014 (dark blue).
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scores for some parameters in certain areas, or in terms-@it$fer other observations, these are gener-
ally small and no clear overall benefit is apparent for anyafribe considered experiments. The Figures
shown here are for experiments in which the 1.75 scalingefitagnosedo has been applied, but re-
sults for un-scaled matrices are similar, with a small béf@&fithe matrix adjusted with the eigen-value
method. The relevance of the adjustments is expected todwifisgo the present experimentation, and
the adjustments may be more relevant for other instrumartkannel selections.
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Figure 34: a) As Fig.2%, but after applying the instrument noise method to adjustdiagnosed observation
error covariance matrix. b) As a), but after applying theerigvalue method to adjust the diagnosed observation
error covariance matrix. ¢) As a), but after applying theaenditioning method proposed by Weston et al. (2014).
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Figure 35: As Fig.30, but for the normalised differences of the standard dewiatif forecast errors relative to an
experiment that uses the unadjusted observation errorreavee matrix for IASI, re-derived using the Desroziers
diagnostic and withog scaled by 1.75. The black lines indicate the performancenab@eriment for which the
IASI observation error covariance matrix has been adjustgidg the eigen-value method, the red line one where
instead the instrument-noise method has been used, and gneexperiment where the method used in Weston et
al. (2014) has been used to modify the original, un-scaletfirna

The adjustments made to the covariance matrix do, howeffect ghe number of iterations required to
reach convergence in the minimisation. The number of itaratis smallest for the eigen-value method,
and largest for the raw matrices (see, for instance, TapleThe number of iterations required for
convergence obviously has a very significant impact on thepedational expense, and a smaller number
of iterations is preferred. For this reason, all experiragoh presented in the main part of this Technical
Memorandum has been performed with matrices that have lgpested using the eigen-value approach.
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Figure 36: As Fig.31, but for experiments with different adjustments of the désgd matrix, normalised by
values from an experiment that uses the unadjusted obgemwatror covariance matrix for IASI witlwp scaled

by 1.75. The black lines indicate the performance of an eéwpt for which the 1ASI observation error covari-
ance matrix has been adjusted using the eigen-value mettheded line one where instead the instrument-noise
method has been used, and green an experiment where thednestba in Weston et al. (2014) has been used to
modify the original, un-scaled matrix. The six panels shtnbal statistics for: a) Temperature observations from
radiosondes, b) ATMS observations (channels 6-15 are laywper temperature-sounding channels; 18-22 are
humidity-sounding channels), c) GPS radio occultationdieg angles, d) humidity observations from radioson-
des, e) AIRS observations, and f) AMVs.

Adjustments and reconditioning

The adjustment performed by the eigen-value method coulddveed as a reconditioning of the diag-
nosed matrix to reduce its condition number. The conditiominer is the ratio between the largest and
the smallest eigenvalues of the matrix. In experimentsdbabunt for inter-channel error correlations
using diagnosed matrices at the Met. Office, manipulatibasreduce the condition number were found
very important, as the raw matrices led to severe conveggprublems (Weston et al. 2014). In their
work, this reconditioning is achieved by adding an erroriesjant to 0.33 K to the diagonal of the di-
agnosed matrix for all channels. This gives a condition nemab 67 for the matrix used in their study.
Condition numbers encountered for the raw and adjustedaesatior our study are given in Takke

In our study we have found the magnitudeayf to be the more important factor for the performance of
the assimilation system, rather than the condition nunibégrms of the forecast impact and the number
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Table 2: Condition number d® and average number of iterations for the experiments witfeintly adjusted
observation error covariances for IASI, using the eigehsganethod, the instrument-noise method, or the method
proposed by Weston et al. (2014). Statistics are based aifitbe month period 5 February - 4 May 2014.

Un-scaled oo scaled by 1.75
Control | Raw | Eigen-| Noise | Raw | Eigen-| Noise || Weston

value | method value | method| method

method method
Condition numberoR | 5 604 54 493 604 54 493 29
Number of iterations
1st minimisation 26.3 305 | 29.4 | 30.0 26.0 | 26.2 26.0 26.6
2nd minimisation 27.4 34.2 32.3 33.6 28.1 27.3 27.7 294
3rd minimisation 27.5 36.3 34.1 35.3 28.4 27.6 28.1 30.6

of iterations needed. While the condition number does hamall effect, it is considerably smaller than
that of introducing a scaling factor (e.g., Tal@@r Fig. 8). It can therefore be speculated whether the
change in the size of the assummglwas actually the more important factor in solving the cogeece
problems encountered by Weston et al. (2014), rather thausige of the conditioning number &.

The results may also reflect different pre-conditioningrapphes used in the two assimilation systems.
Interestingly, in the ECMWEF system the adjustment propdseiVeston et al. (2014) leads to a some-
what poorer convergence (see TaBJeand a poorer performance than using the scaled raw diagnose
matrices (see the green line in Figui@sand 36), with the exception of stronger benefits shown by
ozone-sensitive infrared channels.

Appendix B: Sensitivity of the Desroziers diagnostic to théackground er-
ror specification

A key assumption of the Desroziers et al. (2005) diagnostibat the weights applied in the assimilation
system are consistent with the true weights. This assumjpileerently introduces some dependence of
the Desroziers estimates on the background error speificdt is therefore of interest to characterise
the sensitivity of the Desroziers estimates used in thidysto the background error specification.

In the following, we will investigate the background errensitivity by diagnosing the observation error
covariances from a set of assimilation experiments thatdifeerent specifications of the background
errors. Apart from the experiment used to diagnose the Ressbased matrix presented in Appendix
A, we also conducted two further experiments in which a déggabackground error specification is
used. In the first experiment, we use only a static backgreurat, and exclude the situation-dependent
aspects used in the present operational assimilationmsystéis mimics the background error specifi-
cation used in the ECMWF system prior to the move to a hybridABDVAR system. In the second
experiment, we multiply the background error standard atexis by a factor of 3. This simulates a
situation where the background error is grossly over-edtoh by an amount that is purposely unlikely
to be realistic for current operational NWP systems. Bothegxnents are otherwise identical to the
experiment used to derive the raw Desroziers-based estima#ppendix A. In particular, they use an
observation error covariance matrix for IASI that is basedidollingsworth/Lonnberg estimate scaled
by 1.75. The diagnostics are again applied to the 1-moniloghéb March to 14 April 2014.
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Figure 37: Observation errordp) for the assimilated IASI channels diagnosed with the Dasre method from
experiments that use a different background error spetiina the black line shows the estimate obtained from
the experiment that uses the standard background errorqéimee as the Desroziers estimate shown in Z8),

the red dotted line shows the results from an experiment iichwinstead a static background error has been
used, whereas the blue dashed line shows the estimate frexpariment in which the standard background error
standard deviation has been multiplied by a factor 3.

The differences between the diagnosed observation ervarieace matrices from the three experiments
considered here are rather small. The diagnosed errorastanigviations are generally within 10 %
(Fig. 37) when comparing the results from the experiments with tlesgy inflated background error
and the original experiment, and they are even smaller wheecompare the results from the experiment
with the static background error is compared to the origiaal matrix. Similarly, the differences in
the diagnosed correlations are typically within 0.1 (cfufgs38 and 29b), and they are hence small
compared to the adjustments discussed in Appendix A.

The results confirm that there is some sensitivity of the B&ers diagnostics to the background error
specification, but they also suggest that the influencehigraminor for relatively well-tuned assimilation
systems. While we have not conducted assimilation expeatsneith the matrices derived from the
experiments with the degraded background errors, the finttiiat the differences are minor compared
to the adjustments investigated in Appendix A suggeststiigimpact of the differences is likely to be
small. Currently, it appears that the background error dégece of the observation error diagnostics is
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Figure 38: a) Raw diagnosed inter-channel error correlaisoobtained with the Desroziers diagnostic applied to
an experiment that uses a static background error specificab) Raw diagnosed inter-channel error correlations

obtained with the Desroziers diagnostic applied to an expent for which the background error estimate has been
multiplied by a factor 3.

not a primary concern when the diagnostics are used to gpausiervation errors for IASI.
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