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History of DA at the Met Office
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1970s Orthogonal polynomials in the 10-level model.

1982 FGGE scheme in global model and fine-mesh.

1988 Analysis Correction scheme.

1993 Start of project

1999 3DVar in global & mesoscale models

2004  4DVar in global model;   2006 NAE;   2017 UKV.

2011  Hybrid-4Var in global;                         2018? UKV.

2014  Hybrid-4DEnVar trialled in global,  En-4DEnVar for ensemble.

2020 Decision to go ahead with new system

2023 Trialling.

Nudging

VAR

Exascale

Dixon 1972

Lyne et al.1982

Lorenc et al. 1991

Lorenc et al. 2000

Rawlins et al. 2007.  Simonin et al. 2017

Clayton et al. 2013

Lorenc et al. 2015.  Bowler et al. 2017a,b



4DVar 

implementation 

at the leading 

global NWP 

centres.
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Rawlins et al. 2007.  



The Met Office VAR system
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Characteristics

• Global and LAM configurations.  

• Copy file formats & IO and MPP methods from UM, but separate F90 code.

• Incremental for fields, but full nonlinear observation operators.

• Separate OPS, to interpolate full (outer-loop) model fields to observations;

and do obs. selection, preliminary 1DVar of radiances, quality control, etc.

• From 3DVar to 4DVar using simplified PerturbationForecast model;

simplifications include using a single total moisture increment.

• Hybrid-4DVar option uses hybrid static & ensemble covariances.

• Hybrid-4DEnVar option uses 4D ensemble covariances instead of PF model.

• Options for bias correction, quality control, impact assessment of obs
(VarBC, VarQC, FSOI).



Incremental 4DVar with Outer Loop
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Incremental Approach
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Essential for reducing relative cost  4DVar v Forecast (with best available model)

Suggested by John Derber and elaborated by Courtier et al. (1994).

Usual fully-incremental approach fits  Hx' to  d=yo-H(xb)

– the variational penalty uses linear H

We wanted to use highly nonlinear observations 

such as visibility in MES 3DVar, so H is split into 

horizontal- and time-interpolation (in the OPS) to columns cx. 

VAR interpolates and adds an increment, to give cx
+, 

so it can fit a nonlinear  y=H(cx
+)  to  yo

This makes the penalty function non-quadratic, 

which rules out some minimisation algorithms.

Clark et al. 2008



Simplified

Gaussian

PDF t1
Simplified

Gaussian

PDF t0
Full model evolves mean of PDF

PF model evolves any simplified perturbation,

and hence covariance of PDF

Statistical, incremental 4DVar

Statistical 4DVar approximates entire PDF by a Gaussian.

(As in the Extended Kalman Filter.)
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Lorenc (2003a) , Lorenc & Payne (2007)



Idealised General Bayesian 4D DA
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4DVar: using static covariance B
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hybrid-4DVar
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1% improvement in rms errors 

when implemented at Met Office 

(Clayton et al. 2013)



B implicitly propagated by a linear “Perturbation Forecast” (PF) model:

• ~100 PF + adjoint forecasts run serially.

• But PF model doesn’t scale well.

• And difficult to keep PF model in line with forecast model.

We need an alternative scheme for future supercomputers that excludes the PF model…

Hybrid-4DVar

(MOGREPS-G, based on localised ETKF. Currently 44 members.)
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4DEnVar: using an ensemble of 4D trajectories
which samples background errors
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Hybrid-4DEnVar

No PF model, but much more IO required to read ensemble data:

• 11 times faster with 22 N216 members and 384 PEs. (IO around 30% of cost)

Analysis consists of two parts:

• A 3DVar-like analysis based on the climatological covariance Bc

• A 4D analysis consisting of a linear combination of the ensemble perturbations.

Localisation is currently in space only: same linear combination of ensemble perturbations at all times.
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Summary comparison
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Scale-dependent localisation

& waveband filtering Lorenc (2017)
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6241, 919, 389, 256km 



Comparison of hybrid-Var methods
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Lorenc & Jardak 2018

All experiments used an Ne=44 

ensemble from our current 

MOGREPS local ETKF system

• 4DVar improves static Bc by 6%

but doesn’t much improve Bens

‒ with βe
2=1 4DEnVar is as good  

• Allowing for the obs-time in 

4DEnVar gains 1% over 3DEnVar

• Hybrid-4DVar is 1% better than 

4DVar and 2% better than best 

hybrid-4DEnVar



Scorecards for best method

© Crown copyright   Met Office. Andrew Lorenc  17

Hybrid-4DVar with βe
2=0.5

beats 4DVar with βe
2=0.0

+1.1% on Index

Hybrid-4DVar with βe
2=0.5

beats hybrid-4DEnVar with βe
2=0.7

+2.2% on Index



Comparison of hybrid-Var methods
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Lorenc & Jardak 2018

Used 4DVar software to run 3DVar 

with covariances improved by 3hrs 

evolution (as in Lorenc & Rawlins 2005)

• This improves static Bc, explaining 

most of the benefit of 4DVar

• Allowing for the obs-time in 4DVar 

gains ~1% (like 4DEnVar over 3DEnVar)

• Time-evolved M3BensM3
T

does not improve on Bens



Explanation using ideas from nonlinear dynamics

• For a perfect chaotic model, the errors from a Kalman filter based DA system 

asymptote to the unstable–neutral subspace

• Ensemble DA only works if Ne > dimensions of unstable-neutral sub-space

(Bocquet & Carrassi 2017).    Our Ne=44 was too small, so needs augmenting by B.

• 4DVar methods work best when increments are in the unstable sub-space 
(Trevisan et al. 2010)

• Perturbations which grow typically slope ‒ our B model is isotropic.  

So B has only a small projection on the unstable sub-space ‒  MBMT does better.

• The ideas above are only an idealised limiting case, based on small perfect models.

NWP models cannot be perfect because of the butterfly effect.

The dimension of the unstable sub-space is uncertain due to localisation.
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Analysis fit to observations

The ability to fit the observations 

(to within their standard errors) is a 

necessary (but not sufficient)

measure of a good analysis.

Even with waveband and 

scale-dependent localisation, and 

augmentation by lagging & shifting, 

our 44 member ensemble 

covariance was not good at fitting 

the observations.
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Dynamical structure functions in 4DVar
Thépaut et al. (1996)

Time evolution (in this case for 24hrs)

produces structures that are tilted 

and look like singular vectors.

Our isotropic B-model (in which scale 

is independent of direction) cannot give 

preference to such growing 

structures.
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Extra slides
o Showing NWP Index from extra non-hybrid experiments

 Exploring the effect of changing the length of evolution of B

 Comparing detailed differences in our implementation.

o Showing the average fit of backgrounds to observations, for the hybrid expts.

o This is a good measure of quality, correlating well with NWP Index.

o Showing the regional variation in the split into wavebands.

o This means that waveband-specific tuning caters for regional variation in coeffs.
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Extra non-hybrid experiments
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Lorenc & Jardak 2018



Background fit to observations

The ability to fit the observations 

(to within their standard errors) is 

usually a reliable

measure of a good analysis.
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Background fit to observations

The ability to fit the observations 

(to within their standard errors) is 

usually a reliable

measure of a good analysis.

This is shown by the high 

correlation with the NWP Index 

scores.
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Wavebands copied 

from Lorenc (2017).
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RMS zonal mean X-sections of u′

Raw ensemble Sum of wavebands

waveband 1 waveband 2 waveband 3 waveband 4

For a randomly 

chosen date in June



Wavebands & scale-dependent localisation 

help with some tuning!
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Changing localisation scale (from 600km to 800km) 

has mixed benefit, depending on region, 

when not using wavebands.

Changing all localisation scales (by factor 5/6) 

has consistent benefit when using wavebands 

with scale dependent localisation.

 The regional variations in the split between wavebands 

take care of many regional variations in optimal tuning. (Lorenc 2017)
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