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100+ projects



FAIR software:

• Finding software

• Making software accessible

• Quickly judge relevance and quality 

• Indicating return on investment

www.research-software.nl

Research Software 

Directory

http://www.research-software.nl/


IPCC Special Report on Extremes







Global climate change (IPCC 5AR)



Socio-economic pathways (e.g. Riahi et al 2017)



Variance in projection of a local relevant climate variable (sum of temperature under 18oC)

H. de Vries (pers comm)



Incident January 2012: evacuation after rising inland water levels (Hazeleger et al 2015)

inland water level

sea level



Predict than act…not suited 

Characterize 

uncertainty

Rank alternative

Strategies

Conduct sensitivity

analysis

Lampert and Groves 2006



We need an alternative framework to translate the scenarios to the daily lives of users 

“Feeding the imagination” not for the sake of forecasting, but preparedness. 





Big science, big data challenge 



Archiving at European Center for Medium-Range Weather Forecasts

www.ecmwf.int



Other big data in meteorology

Overeem et al GRL 2013



Compute at the touch of a button

This “deployment and coupling” is a recurring theme in many of our projects:  
easy access to compute and storage and babysitting applications  

SIMCITY MAGMa OMUSE



Xenon and friends

Xenon is a software library that provides 
easy access to compute and storage.  

https://github.com/NLeSC/Xenon

https://github.com/NLeSC/Xenon


Flexible software tools



Flexible steering, execution of models and data handling

Niels Drost, pers. Comm, NLeSC/TUD/UU/WUR/Deltares eWatercycle II project



What e-infrastructure does it take?



The need for resolution

125 km

20 km

Nastrom & Gage 1985; Hazeleger et al 2012



• ECMWF-IFS-LR spectral reduced TCO255 

123 290 2.4 ECMWF-IFS-HR spectral 

reduced TCO511 62.6 125 2.0 

• To resolve deep convection, at least factor 

10 horizontal resolution (factor 1000 

computing) needed

Kinetic energy spectrum at 

two grid resolutions

Klaver et al to be submitted



Easier to program

CPU GPU FPGA ASIC

More energy efficient



www.top500.orgc



www.top500.org



• Initialize

• Start loop

• Dynamics

• Physics

• Update

• End loop

• I/O

A climate model

Lawrence et al GMD 2017



Reality check: call graph of ocean GCM POP (courtesy B van Werkhoven)



Tuning for performance: 2D Convolution on GTX Titan X (Maxwell; van Werkhoven, FCGS accepted)



Optimized GPU code requires that you get all 

the details exactly right:

• Mapping of the problem to threads and 

thread blocks

• Thread block dimensions

• Data layouts in the different memories

• Tiling factors

• Loop unrolling factors

• How to overlap computation and 

communication

• …

Problem:

Creates a very large and discontinuous search 

space
http://benvanwerkhoven.github.io/kernel_tuner/
FGCS, accepted for publication

http://benvanwerkhoven.github.io/kernel_tuner/


Project output: AA-Alert exploration radio transient sky

Sclocco et al 2015



source code analysis transformation source-to-source translation

VVC(:,:,k) = merge(WORK2, c0,

(k < KMU(:,:,bid)))

VVC(i,j,k) = ((k < KMU(i,j,bid) ) ?

WORK2 : c0);

Marver

kernel_string = """
__global__ void vector_add(float *c, float *a, float *b, 
int n) {

int i = blockIdx.x * block_size_x + threadIdx.x;
if (i<n) {

c[i] = a[i] + b[i];
}

}"""

n = numpy.int32(1e7)
a = numpy.random.randn(n).astype(numpy.float32)
b = numpy.random.randn(n).astype(numpy.float32)
c = numpy.zeros_like(b)
args = [c, a, b, n]
params = {"block_size_x" : 512 }

answer = kernel_tuner.run_kernel("vector_add", 
kernel_string, n, args, params)
assert numpy.allclose(answer[0], a+b, atol=1e-8)

Kernel tuner



Accelarating an ocean GCM

Dijktsra, Bal, Werkhoven et al



FPGAs (see blog A. vd Ploeg, blog.esciencecenter.nl )

Reconfigurable circuit (no instruction set!)

Very low latency

Built in floating point operations

CPU on FPGA board (high bandwidth)

Gigabit Ethernet on board

Compute kernel

8-20 hrs



Superparameterization, downscaling and machine learning 

Gijs van Oord (NLeSC), Frederik Jansson (CWI), Pier Siebesma (TUDelft), Daan Crommelin (CWI)



Project output: Cloud-resolving climate models

van Oord (NLeSC, pers comm), Jansson (CWI)



van Oord (NLeSC, pers comm), Jansson (CWI)



Load balancing OpenIFS and DALES

van Oord (NLeSC, pers comm), Jansson (CWI)



Computing and data challenge: nowcasting and short term forecasting at local scale





Domain 1: 12.5km

default setup

Domain 2: 2.5km

default setup

Domain 4: 100m

Rijkswaterstaat river temperatures,

TOP10NL, satellite imagery, AHN2 

(height map), CBS data 

Domain 3: 500m

hi-res landuse, 

Rijkswaterstaat river temperatures

Daily forecasts

WRF3.5 + urban module (SLUCM)

48 hour runs, 24 hour spin-up

Downscaling

Attema et al, IEEE eScience, 2015



Short range weather forecasting at street level

Ronda et al BAMS 2017



Learning parameters (Schneider et al GRL 2017)

Vector of model parameters, computable 𝜽c (e.g. high res models) and non-

computable 𝜽n

𝜽 in parameterization schemes of climate model (𝜍), that forms a map parameterized 

by time t, that takes the parameters 𝜽 to the state variables x. And state variables are 

related to observables y

𝜃 = 𝜃𝑐 , 𝜃𝑛

𝑥 𝑡 = 𝜍 𝜃, 𝑡

𝑦 𝑡 = 𝜘 𝑥 𝑡



Actual observation ( ෤𝑦)and observable mismatch (note, y depends on 𝜃, but ෤𝑦 does not, so 

mismatch can be used to learn 𝜃) :

High-resolution simulations nested in a climate model may be viewed as a time-dependent 

map C from the state variables x of the climate model to simulated state variable ǁ𝑧. The 

variable z in the climate model depends on all parameters 𝜃 and again the mismatch                      

can be used to learn the non computable parameters (a similar cost function can be 

defined as for y),

𝑦 − ෤𝑦 𝑡

ǁ𝑧 𝑡 = 𝐶 𝜃𝑛, 𝑡; 𝑥

𝑧 𝑡 = 𝑠 𝜃, 𝑡; 𝑥

𝐽0 =
1

2
𝑓 𝑦 𝑇 − 𝑓 ෤𝑦 𝑇 𝛴𝑦

2





What e-infrastructure does it take?



Key technologies (Extreme Earth)

A step-change in domain-specific, distributed high-performance 

computing for the simulation and prediction of Earth-system extremes.

A step-change in domain-specific, distributed big data handling for the 

simulation and prediction of Earth-system extremes, and for exploring 

the full range of information from simulations and observation

User interaction enabled by a domain-specific, integrated information 

system towards the ExtremeEarth science Cloud (EEsC)


